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Abstract: In this paper we study some connections between
strong (A,ϕ)-summability of sequences and lacunary statistical
convergence or lacunary strong convergence with respect to a mod-
ulus functions.
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1. Introduction

In papers of J. Musielak [9], J. Musielak and W. Orlicz [11], W. Orlicz
[13] and moreover [16] and [18] some modular spaces connected with strong
(A,ϕ)-summability of sequences are considered and investigated.

In paper of A. Freedman, J. Somberg and M. Raphel [4] the spaces of
lacunary strong convergence of sequences are introduced as the sets

NΘ =

{
x = (tν) : lim

r→∞

1
hr

∑
ν∈Ir

|tν − s| for some s

}
,

where Θ = (kr) is a given lacunary sequence. The relation between Ir and
kr is mentioned in the part 2.

If F = (fn) is a given sequence of modulus functions (the notation of
modulus function was introduced by H. Nakano [12]) and A = (anν) is a
given matrix, then we may define the following sequence sets

NΘ(A,F ) =

{
x = (tν) : lim

r→∞

1
hr

∑
n∈Ir

fn

(∣∣∣∣∣
∞∑
ν=1

anνtν − s

∣∣∣∣∣
)

= 0 for some s

}
,

N0
Θ(A,F ) =

{
x = (tν) : lim

r→∞

1
hr

∑
n∈Ir

fn

(∣∣∣∣∣
∞∑
ν=1

anνtν

∣∣∣∣∣
)

= 0

}
.

Sequences x, which belong to N0
Θ(A,F ) are called lacunary strongly conver-

gent to zero witch respect a modulus F , (for definition see [1], compare also
[2], [3], [8] or [17]).
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Throughout this paper it will be supposed that s = 0 and that we take

the sequence (σϕn), where σϕn(x) =
∞∑
ν=1

anνϕν(|tν |) instead of the sequence( ∞∑
ν=1

anνtν

)
.

Finally, the space T 0
Θ((A,ϕ), F ) of lacunary strongly convergent to zero

sequences is defined by the formula

T 0
Θ((A,ϕ), F ) =

{
x = (tν) : lim

r→∞

1
hr

∑
n∈Ir

fn (|σϕn(x)|) = 0

}
.

2. Preliminaries

Let A = (anν) be an infinite matrix. The following assumptions on the
matrix A will be used in some of our further considerations:

(a) is nonnegative i.e. anν ≥ 0 for n, ν = 1, 2...,
(b) for an arbitrary positive integer n (or ν) there exists a positive integer

ν0 (or n0) such that anν0 6= 0 (or an0ν 6= 0), respectively,
(c) there exist lim

n→∞
anν = 0 for ν = 1, 2, ...,

(d) sup
n

∞∑
ν=1

anν ≤ K <∞,

(e) sup
n
anν → 0 as ν →∞.

Let T , Tb , T0, Tf denote spaces of all real sequences, bounded real
sequences, real sequences convergent to zero and sequences with a finite
number of elements different from zero, respectively. Sequences belonging
to T will be denoted by x = (tν), y = (sν), xm = (tmν ), |x| = (|tν |),
0 = (0). Moreover, we shall write ep, eq, e

q
p for the following sequences:

0, 0, ..., 1, 0, ... (with 1 at the p th place); 1, 1, ..., 1, 0, ... (with 1 at the first q
places); 0, ..., 0, 1, ...1, 0, ... (with 1 at the p th, (p + 1) st, ..., (p + q − 1) st
place), respectively.

A sequence of positive integers Θ = (kr) is called lacunary if k0 = 0,
kr < kr+1 for all r and if Ir = (kr−1, kr] then hr = kr − kr−1 → ∞ as
r →∞.

In the following the quotient kr
kr−1

will be denoted by qr , (compare [4]).
By a modulus function we understand the increasing function f from

[0,∞) to [0,∞) such that: f(x) = 0 if and only if x = 0, f(x+ y) ≤ f(x) +
f(y) for x, y ≥ 0 and is continuous from the right at 0. Throughout this
paper the sequence (fn), n = 1, 2, ... of modulus functions will be denoted
by F , (compare [12]).
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By a ϕ-function we understand a continuous non-decreasing function ϕ(u)
defined for u ≥ 0 and such that ϕ(0) = 0, ϕ(u) > 0 for u > 0 and ϕ(u) →∞
as u→∞. The symbol ϕ(|x|) means the function ϕ(|x(t)|).

A ϕ-function ϕ is called non weaker than a ϕ-function ψ and we write
ψ ≺ ϕ if there are constants c, b, k, l > 0 such that cψ(l u) ≤ bϕ(k u), (for
all, large or small u, respectively).
ϕ-functions ϕ and ψ are called equivalent and we write ϕ ∼ ψ if there are

positive constants b1, b2, c, k1, k2, l such that b1ϕ(k1u) ≤ cψ(l u) ≤ b2ϕ(k2u),
(for all, large or small u, respectively).

A ϕ-function ϕ is said to satisfy the condition (∆2), ( for all, large or small
u, respectively) if for some constant k > 1 there is satisfied the inequality
ϕ(2u) ≤ k ϕ(u).

In the following let ϕ = (ϕν) and ψ = (ψν) be two sequences of ϕ-functions.
We say that relations between ϕ = (ϕν) and ψ = (ψν) hold if and only if
these relations hold between ϕ-functions ϕν and ψµ for every ν. For more
properties of ϕ-functions see e.g. [7], [9], [10], [18], [19].

3. Spaces of strongly (A, ϕ)-summable sequences

For a given the sequence ϕ = (ϕν) of ϕ-functions ϕν(u) and the matrix
A = (anν) we adopt the following notations:

σϕn(x) =
∞∑
ν=1

anνϕν (|tν |) for n = 1, 2, ...,

T 0
ϕ =

{
x ∈ T : σϕn(x) <∞ for n = 1, 2, ... and lim

n→∞
σϕn(x) = 0

}
,

Tϕ =
{
x ∈ T : λx ∈ T 0

ϕ for an arbitrary λ > 0
}

T ∗ϕ =
{
x ∈ T : λx ∈ T 0

ϕ for a certain λ > 0
}
.

Sequences x, which belong to T ∗ϕ are called strongly (A,ϕ)-summable to
zero.

A list of the most interesting properties concerning the space T ∗ϕ is pre-
sented below, (compare also [11], [13], [16] or [18]).

(1) Tϕ ⊂ T 0
ϕ ⊂ T ∗ϕ.

(2) Tf ⊂ Tϕ if and only if the matrix A satisfies the condition (c).
(3) If the matrix A possesses the property (c), then ep, eq, e

q
p ∈ Tϕ,

if limn→∞ anν = 0 for ν = 1, 2, ... does not hold then we have
Tϕ = T 0

ϕ = T ∗ϕ = {0}.
(4) If the matrix A possesses the property (d) then Tb ∩ T ∗ϕ = Tb ∩ T ∗ψ
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and Tb ∩ Tϕ = Tb ∩ T ∗ϕ for an arbitrary two sequences ϕ and ψ of
ϕ-functions.

(5) ϕ satisfies the condition (∆2) for large arguments if and only if
Tϕ = T ∗ϕ.

(6) Let the matrix A has properties (a)-(d); if ψ ≺ ϕ for large arguments
then T ∗ϕ ⊂ T ∗ψ and Tϕ ⊂ Tψ, if ϕ ∼ ψ for large arguments then
T ∗ϕ = T ∗ψ and Tϕ = Tψ.

4. Spaces of lacunary strongly convergent sequences

Let ϕ = (ϕν) and F = (fn) be given sequences of ϕ-functions and modulus
functions, respectively. Moreover, let a matrix A and a lacunary sequence
Θ be given. We introduce the set T 0

Θ((A,ϕ), F ) by the formula:

T 0
Θ((A,ϕ), F ) =

{
x = (tν) : lim

r→∞

1
hr

∑
n∈Ir

fn

( ∞∑
ν=1

anνϕν (|tν |)

)
= 0

}
.

Moreover, let

TΘ((A,ϕ), F ) =

{
x = (tν) : lim

r→∞

1
hr

∑
n∈Ir

fn

( ∞∑
ν=1

anνϕν (λ |tν |)

)
= 0

for an arbitrary λ > 0
}
,

T ∗Θ((A,ϕ), F ) =

{
x = (tν) : lim

r→∞

1
hr

∑
n∈Ir

fn

( ∞∑
ν=1

anνϕν (λ |tν |)

)
= 0

for a certain λ > 0
}
.

The sequence x is said to be lacunary strong (A,ϕ)-convergent to zero with
respect to a modulus F , if x ∈ T 0

Θ((A,ϕ), F ).
Let us remark that in particulary we have:

10 If ϕν(u) = u for all ν, then we obtain the set

T 0
Θ((A, u), F ) ≡ N0

Θ(A,F ) ≡

{
x = (tν) : lim

r→∞

1
hr

∑
n∈Ir

fn

( ∞∑
ν=1

anν |tν |

)
= 0

}
,

(compare e.g. [1]).
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20 If fn(v) = v for all n, then

T 0
Θ((A,ϕ), ν) ≡ T 0

Θ((A,ϕ)) ≡

{
x = (tν) : lim

r→∞

1
hr

∑
n∈Ir

∞∑
ν=1

anνϕν (|tν |) = 0

}
.

30 If A = I and moreover ϕν(u) = u and fn(v) = v for all ν and n,
respectively, then we have the sequence space,

N0
Θ ≡ T 0

Θ((I, u), ν) ≡

{
x = (tnu) : lim

r→∞

1
hr

∑
n∈Ir

|tn| = 0

}

(compare [1]).

Theorem 1. Let ϕ = (ϕν) be a given sequence of ϕ-functions and let
F = (fn) be a sequence of modulus functions. Then, for the usual definition
of addition of sequences and multiplication by a scalar,

(α) T 0
Θ((A,ϕ), F ) is a convex set,

(β) T ∗Θ((A,ϕ), F ) is a linear space.

Proof. We limit ourselves to the proof of the property (α). Suppose
that x = (tν), y = (sν) ∈ T 0

Θ((A,ϕ), F ) and α, β are arbitrary numbers such
that 0 ≤ α, β ≤ 1 and α+ β = 1. We have

1
hr

∑
n∈Ir

fn

( ∞∑
ν=1

anνϕν (|αtν + βsν |)

)
≤ 1
hr

∑
n∈Ir

fn

( ∞∑
ν=1

anνϕν (|tν |)

)

+
1
hr

∑
n∈Ir

fn

( ∞∑
ν=1

anνϕν (|sν |)

)
.

Thus, αx+ βy ∈ T 0
Θ((A,ϕ), F ). �

Theorem 2. Let F and ϕ be sequences of modulus functions and ϕ-functions,
respectively. Moreover let the matrix A and the sequence Θ be given. If

w((A,ϕ), F ) =

{
x = (tν) : lim

m→∞

1
m

m∑
n=1

fn

( ∞∑
ν=1

anνϕν (|tν |)

)
= 0

}
then the following relations are true:

(a) If lim inf
r

qr > 1, then w((A,ϕ), F ) ⊆ T 0
Θ((A,ϕ), F ).

(b) If lim sup
r

qr <∞, then T 0
Θ((A,ϕ), F ) ⊆ w((A,ϕ), F ).

(c) If 1 < lim inf
r

qr ≤ lim sup
r

qr <∞, then T 0
Θ((A,ϕ), F ) = w((A,ϕ), F ).
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Proof. (a). Let us suppose that x ∈ w((A,ϕ), F ). There exists δ > 0
such that qr > 1 + δ for sufficiently large r and we have hr

kr
≥ δ

1+δ for
sufficiently large r. Consequently,

1
kr

kr∑
n=1

fn

( ∞∑
ν=1

anνϕν (|tν |)

)
≥ 1
kr

∑
n∈Ir

fn

( ∞∑
ν=1

anνϕν (|tν |)

)

≥ δ

1 + δ

1
hr

∑
n∈Ir

fn

( ∞∑
ν=1

anνϕν (|tν |)

)
.

Finally, x ∈ T 0
Θ((A,ϕ), F ).

(b). Let us remark that the condition lim sup
r

qr <∞ implies that there

exists a constant M > 0 such that qr < M for every r. If x ∈ T 0
Θ((A,ϕ), F )

and ε > 0 is an arbitrary number, then there exists an index m0 such that

Hm =
1
hm

∑
n∈Im

fn

( ∞∑
ν=1

anνϕν (|tν |)

)
< ε

for every m ≥ m0. Thus, there exists a constant L > 0 such that Hm ≤ L
for all m. Choosing an integer α such that kr−1 < α < kr we obtain

I =
1
α

α∑
n=1

fn

( ∞∑
ν=1

anνϕν (|tν |)

)
≤ 1
kr−1

kr∑
n=1

fn

( ∞∑
ν=1

anνϕν (|tν |)

)
= I1 + I2,

where

I1 =
1

kr−1

m0∑
m=1

∑
n∈Im

fn

( ∞∑
ν=1

anνϕν (|tν |)

)
,

I2 =
1

kr−1

α∑
m=m0+1

∑
n∈Im

fn

( ∞∑
ν=1

anνϕν (|tν |)

)
.

It is easily verified that

I1 =
1

kr−1

∑
n∈I1

fn

( ∞∑
ν=1

anνϕν (|tν |)

)
+ . . .+

∑
n∈Im0

fn

( ∞∑
ν=1

anνϕν (|tν |)

)

≤ 1
kr−1

(h1H1 + . . .+ hm0Hm0) ≤
1

kr−1
m0km0 sup

1≤i≤m0

Hi ≤
m0km0

kr−1
L.
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Moreover, we have

I2 =
1

kr−1

α∑
m=m0+1

∑
n∈Im

fn

( ∞∑
ν=1

anνϕν (|tν |)

)

≤ ε
1

kr−1

α∑
m=m0+1

hm ≤ ε
kr
kr−1

= εqr < εM.

Thus, the following inequality holds I ≤ m0km0
kr−1

L + εM . Finally, x ∈
w((A,ϕ), F ). �

Theorem 3. Let the sequence Θ, the modulus functions F and two
sequences of ϕ-functions ϕ and ψ be given. Suppose that the matrix A sat-
isfies the conditions (a), (b) and (d) and let ϕ-functions ϕ and ψ satisfy the
condition (∆2) for large u.

(α) If ψ ≺ ϕ for large u, then T 0
Θ((A,ϕ), F ) ⊂ T 0

Θ((A,ψ), F ).

(β) If ϕ-function ϕ and ψ are equivalent for large u, then T 0
Θ((A,ϕ), F ) =

T 0
Θ((A,ψ), F ).

Proof. Let x = (tν) ∈ T 0
Θ((A,ϕ), F ). By assumption we have ψν (|tν |) ≤

bϕν (c |tν |) for b, c, u0 > 0, |tν | > u0 and all ν. Let us denote x = x1 + x2,
where x1 = (t(1)

ν ) and t
(1)
ν = tν for |tν | < u0 and t

(1)
ν = 0 for remaining

values of ν. It is easily seen that x1 ∈ T 0
Θ((A,ψ), F ). Moreover, by the

assumptions we get

1
hr

∑
n∈Ir

fn

( ∞∑
ν=1

anνψν

(∣∣∣t(2)
ν

∣∣∣)) ≤ 1
hr

∑
n∈Ir

fn

(
b

∞∑
ν=1

anνϕν

(
c
∣∣∣t(2)ν ∣∣∣)

)

≤ L

hr

∑
n∈Ir

fn

( ∞∑
ν=1

anνϕν

(∣∣∣t(2)ν ∣∣∣)
)
,

where the constant L depends on the properties of F , ϕ and ψ. Finally, we
obtain x2 =

(
t2ν
)
∈ T 0

Θ((A,ψ), F ) and consequently x ∈ T 0
Θ((A,ψ), F ). By

(α) we obtain T 0
Θ((A,ϕ), F ) = T 0

Θ((A,ψ), F ). �

Remark. Let us remark that the modulus functions fn are continuous
in the interval [0,∞). Moreover, it is easily verified that by the assumptions
of matrix A and the function fn we have that the sums

Snpq = an,p + an,p+1 + . . .+ an,p+q−1

and
∑
n∈Ir

fn

(
max

p≤ν≤p+q−1
ϕν(1)Snpq

)
are bounded, and tend to zero as n→∞

and r → ∞, respectively (compare [11], [16], [18]). Consequently we have
ep, e

q, eqp ∈ T 0
Θ((A,ϕ), F ).
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Theorem 4. Let F = (fn) be a sequence of modulus functions such
that are equicontinuous at 0 and sup

n
fn(1) < ∞. Moreover, let the matrix

A = (anν) and the sequence ϕ = (ϕν) of ϕ-functions be given. The following
inclusion hold:

T 0
Θ((A,ϕ)) ⊆ T 0

Θ((A,ϕ), F ).

Proof. Let x ∈ T 0
Θ((A,ϕ)) for a given ε > 0 we choose 0 < δ < 1 such

that fn(v) < ε for all n and every v ∈ [0, δ]. We can write

1
hr

∑
n∈Ir

fn

( ∞∑
ν=1

anνϕν (|tν |)

)
= S1 + S2,

where S1 = 1
hr

∑
n∈Ir

fn

( ∞∑
ν=1

anνϕν (|tν |)
)

and this sum is taken over( ∞∑
ν=1

anνϕν (|tν |)
)
≤ δ, and S2 = 1

hr

∑
n∈Ir

fn

( ∞∑
ν=1

anνϕν (|tν |)
)

and this

sum is taken over
( ∞∑
ν=1

anνϕν (|tν |)
)

> δ. By definition of the modu-

lus F we have S1 ≤ 1
hr

∑
n∈Ir

fn (δ) =
∑
n∈Ir

fn (δ) < ε and moreover S2 ≤

1
δ

1
hr

(sup
n
fn(1))

∑
n∈Ir

∞∑
ν=1

anνϕ (|tν |). Finally, we get x ∈ T 0
Θ((A,ϕ), F ). �

Remark. Let us remark that in the case A = I, fn(ν) = ν
1

n+1 , for
n ≥ 1 and ν > 0, and convex ϕ-functions ϕν , we may choose the sequence
x = (tν) by the formulas: tν = ϕ−1

ν (hr) if ν = kr for some r ≥ 1 and tν = 0
otherwise. Then we have

1
hr

∑
n∈Ir

fn

( ∞∑
ν=1

ϕν (|tν |)

)
=

1
hr
fkr (hr) = (hr)

−1 (hr)
1

kr+1 → 0, as r →∞

and 1
hr

∑
n∈Ir

∞∑
ν=1

anνϕν (|tν |) = 1
hr
hr → 1 as r → ∞. Thus x ∈ T 0

Θ((A,ϕ), F )

but x /∈ T 0
Θ((A,ϕ)).

5. Some remarks on lacunary (A, ϕ)-statistical
convergence

Let Θ = (kr) be a lacunary sequence, and let the matrix A = (anν), the
sequence x = (tν), the sequence ϕ of ϕ-functions ϕν (u) and a positive
number ε be given. We adopt the following notation

Kr
Θ ((A,ϕ) , ε) =

{
n ∈ Ir :

∞∑
ν=1

anνϕν (|tν |) ≥ ε

}
.
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The sequence x is said to be lacunary (A,ϕ)-statistically convergent to a
number zero if for every ε > 0

lim
r→∞

1
hr
µ (Kr

Θ ((A,ϕ) , ε)) = 0,

where µ (Kr
Θ ((A,ϕ) , ε)) denotes the number of elements belonging to the

set Kr
Θ ((A,ϕ) , ε). The set of all lacunary (A,ϕ)-statistical convergent se-

quences is denoted by SΘ((A,ϕ)),

SΘ ((A,ϕ)) =
{
x = (tν) : lim

r→∞

1
hr
µ (Kr

Θ ((A,ϕ) , ε)) = 0
}
,

(compare [2], [4], [5], [6], [15] and [17]).

Theorem 5. If ψ ≺ ϕ and ϕ ∈ (∆2) for large arguments then

SΘ ((A,ψ)) ⊂ SΘ ((A,ϕ)) .

Proof. The assumptions imply that

∞∑
ν=1

anνψν (|tν |) ≤ b

∞∑
ν=1

anνϕν (c |tν |) ≤ Lb

∞∑
ν=1

anνϕν (|tν |) ,

for b, c > 0, n ∈ N , where the constant L depends on the properties of ϕ.
Consequently we obtain

µ (Kr
Θ ((A,ϕ) , ε)) ≤ µ (Kr

Θ ((A,ψ) , ε))

and
lim
r→∞

1
hr
µ (Kr

Θ ((A,ϕ) , ε)) ≤ lim
r→∞

1
hr
µ (Kr

Θ ((A,ψ) , ε)) .

�

Corollary. If ψ ∼ ϕ and ϕ,ψ ∈ (∆2) for large arguments then

SΘ ((A,ϕ)) = SΘ ((A,ψ)) .

Theorem 6. Let Θ, F and ϕ be given. Suppose that the sequence (fn)
is pointwise convergent.

(α) If lim
n
fn (ν) > 0 for ν > 0 then T 0

Θ((A,ϕ), F ) ⊂ S0
Θ((A,ϕ)) for

every matrix A.
(β) If moreover ϕ = (ϕν) is a sequence of convex ϕ-functions then the

inclusion T 0
Θ((A,ϕ), F ) ⊂ SΘ((A,ϕ)) implies that lim

n
fn (ν) > 0

for ν > 0.
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Proof. (α). Let ε be a positive number and let x ∈ T 0
Θ((A,ϕ), F ). If

lim
n
fn(ν) > 0, then there exists α > 0 such that fn(ν) > α for ν > ε and for

all n. We have

1
hr

∑
n∈Ir

fn

( ∞∑
ν=1

anνϕν (|tν |)

)
≥ 1
hr

∑
n∈I1r

fn

( ∞∑
ν=1

anνϕν (|tν |)

)

≥ 1
hr

∑
n∈I1r

fn(ε) ≥
1
hr
αµ (Kr

Θ((A,ϕ), ε)) ,

where I1
r =

{
n ∈ Ir :

∞∑
ν=1

anνϕν (|tν |) ≥ ε

}
. Finally x ∈ SΘ((A,ϕ)).

(β). Let us suppose that lim
n
fn(ν) > 0 does not hold. Then there exists

a positive number α such that lim
n
fn(α) = 0. We can select a lacunary

sequence Θ = (kr) such that fn(α) < 1
2r for any n > kr−1. In the following,

we take A = I and we can select the sequence x = (tν) by the formulas: tν =
ϕ−1
ν (α) for kk−1 < ν ≤ 1

2 (kr−1 + kr), and tν = 0 for 1
2 (kr−1 + kr) < ν ≤ kr.

It is easily verified that
∑
n∈Ir

fn

(∣∣∣∣∣ kr∑
ν=kk−1+1

ϕν
(
ϕ−1
ν (α)

)∣∣∣∣∣
)
< (kr − kr−1) 1

2r

and σϕn(x)
kr∑

ν=kk−1+1

ϕν (tν) = kr−kr−1

2 α. Finally, we have x ∈ T 0
Θ((A,ϕ), F ),

but x /∈ SΘ((A,ϕ)). �

Theorem 7. Let Θ, F and ϕ be given.

(α) If lim sup
ν n

fn(ν) <∞ then SΘ((A,ϕ)) ⊂ T 0
Θ((A,ϕ), F ) for every ma-

trix A.

(β) If moreover ϕ = (ϕν) is a sequence of convex ϕ-functions then the
inclusion SΘ((A,ϕ)) ⊂ T 0

Θ((A,ϕ), F ) implies that sup
ν

sup
n
fn(ν) <∞.

Proof. (α). Let x ∈ SΘ((A,ϕ)). Let us denote h(ν) = sup
n
fn(ν),

h = sup
ν
h(ν), I1

r = Kr
Θ((A,ϕ), ε) and I2

r =
{
ν ∈ Ir :

∞∑
ν=1

anνϕν (|tν |) < ε

}
.

Thus, we have

1
hr

∑
n∈Ir

fn

( ∞∑
ν=1

anνϕν (|tν |)

)
≤ 1
hr

∑
n∈I1r

fn

( ∞∑
ν=1

anνϕν (|tν |)

)
+

+
1
hr

∑
n∈I2r

fn

( ∞∑
ν=1

anνϕν (|tν |)

)
≤ 1
hr
hµ (Kr

Θ((A,ϕ), ε)) + h(ε).



Some remarks on strong convergence. . . 161

Taking the limit as ε→ 0, we obtain that x ∈ T 0
Θ((A,ϕ)).

(β). Let us suppose that sup
ν

sup
n
fn(ν) = ∞. Then we choose the increas-

ing sequence (νr) such that fkr(νr) ≥ hr, for r ≥ 1. We can take the matrix
A = I and the sequence x = (tν) defined by the formulas: tν = ϕ−1

kr
(νr)

for ν = kr (and for some r = 1, 2, ...) and tν = 0 otherwise. Finally, since

µ (Kr
Θ((I, ϕ), ε)) is the finite number and

∑
n∈Ir

fn(
kr∑

ν=kk−1+1

ϕν (|tν |)) ≥ hr for

every r, then we obtain x ∈ SΘ((A,ϕ)) but x /∈ T 0
Θ((A,ϕ), F ). �

Theorem 8. Suppose that the matrix A is regular and that the modulus
functions F = (fn) are bounded. Then the condition x ∈ T0 implies x ∈
SΘ((A,ϕ)).

Proof. If x = (tν) ∈ T0, by regularity of A we have lim
n→∞

∞∑
ν=1

anνϕν (|tν |)

= 0. Thus, by the definition of statistical (A,ϕ)-convergence, we obtain
lim
n→∞

1
hr
µ (Kr

Θ((A,ϕ), ε)) = 0 and x ∈ SΘ((A,ϕ)). �
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