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STRONGLY (Vσ, θ, q)− SUMMABLE SEQUENCES

DEFINED BY ORLICZ FUNCTIONS

Abstract: The purpose of this paper is to introduce the space of
sequences those are strongly (Vσ,θ,q)–summable with respect to an
Orlicz function. We give some relations related to these sequence
spaces. We also show that the spaces [Vσ,θ,M,q]1∩`∞(q) may be
represented as a S∗θ∩`∞(q) space.
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1. Introduction

The notion of statistical convergence was introduced by Fast [4] and
Schoenberg [25], independently. Over the years and under different names
statistical convergence has been discussed in the theory of Fourier analysis,
ergodic theory and number theory. Later on it was further investigated
from the sequence space point of view and linked with summability theory
by Šalát [21], Connor [2], Maddox [12], Savas and Nuray [22], Rath and
Tripathy[19] and many others. In recent years, generalizations of statistical
convergence have appeared in the study of strong integral summability and
the structure of ideals of bounded continuous functions on locally compact
spaces. Statistical convergence and its generalizations are also connected
with subsets of Stone-Cech compactification of the natural numbers. More-
over, statistical convergence is closely related to the concept of convergence
in probability.

Orlicz [17] used the idea of Orlicz function to construct the space
(
LM

)
.

Lindenstrauss and Tzafriri [8] investigated Orlicz sequence spaces in more
detail, and they proved that every Orlicz sequence space `M contains a
subspace isomorphic to `p (1 ≤ p < ∞) . Subsequently different classes of
sequence spaces defined by Parashar and Choudhary [18], Nuray and Gülcü
[16], Bhardwaj and Singh [1] and many others. The Orlicz sequence spaces
are the special cases of Orlicz spaces studied in Ref. [7].

The main purpose of this paper is to introduce and study some sequence
spaces by using the concept of an Orlicz function. We examine some topolog-
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ical properties of these spaces and establish elementary connections on these
spaces. In section 2 we give a brief information about statistical convergence,
invariant means, Orlicz functions and lacunary sequences. In section 3 we
prove the main results of this paper. The results which we give in this paper
are more general than those of Nuray and Gülcü [16], Bhardwaj and Singh
[1] Savaş and Nuray [22] and Savaş [23].

2. Definitions and Preliminaries

Let l∞ and c denote the Banach spaces of real bounded and convergent
sequences x = (xk) normed by ‖x‖ = supn |xn| , respectively.

Let σ be a one-to-one mapping of the set of positive integers into itself
such that σm (n) = σ

(
σm−1 (n)

)
, m = 1, 2, ... . A continuous linear fun-

ctional ϕ on l∞ is said to be an invariant mean or a σ-mean if and only if
i) ϕ (x) ≥ 0 when the sequence x = (xn) has xn ≥ 0 for all n,
ii) ϕ (e) = 1, where e = (1, 1, 1, ...) and
iii) ϕ

({
xσ(n)

})
= ϕ ({xn}) for all x ∈ l∞.

For certain kinds of mappings σ every invariant mean ϕ extends the limit
functional on the space c, in the sense that ϕ (x) = lim x for all x ∈ c. The
set of all σ−convergent sequences will be denote by Vσ.

If x = (xn) , set Tx = (Txn) =
(
xσ(n)

)
. It can be shown [24] that

(1) Vσ =
{

x ∈ l∞ : lim
m

tmn (x) = `e uniformly in n, ` = σ − lim x
}

,

where tmn (x) = (xn + Txn + ... + Tmxn) / (m + 1) .
The special case of (1) in which σ (n) = n + 1 was given by Lorentz [9].

Several authors including Schaefer [24], Mursaleen [14], Savaş [23] and many
others have studied invariant convergent sequences.

A bounded sequence x = (xn) is said to be strongly σ−convergent to a
number ` if and only if (|xn − `|) ∈ Vσ with σ−limit zero (see [13]). By [Vσ] ,
we denote the set of all strongly σ−convergent sequences. It is known that
c ⊂ [Vσ] ⊂ Vσ ⊂ l∞.

By a lacunary sequence θ = (kr) ; r = 0, 1, 2, ..., where k0 = 0, we shall
mean an increasing sequence of non negative integers with kr − kr−1 → ∞
as r →∞. The intervals determined by θ will be denoted by Ir = (kr−1, kr] ,
and we let hr = kr−kr−1. The ratio kr/kr−1 will be denoted by sr. The space
of lacunary strongly convergent sequences Nθ was defined by Freedman et
al [5] as follows :

Nθ =

x = (xk) : lim
r→∞

1
hr

∑
k∈Ir

|xk − `| = 0, for some `

 .
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Let ‖x‖θ = supr

(
h−1

r

∑
i∈Ir

|xi|
)
, whenever x ∈ Nθ. Then (Nθ, ‖.‖θ) is a

BK- space. There is a strong connection between Nθ and the sequence space
|σ1| ,which is defined by

|σ1| =

{
x = (xk) : lim

n→∞

1
n

n∑
k=1

|xk − `| = 0, for some `

}
.

In the special case θ = (2r) , we have Nθ = |σ1| .
Later on lacunary sequences have been studied by Bhardwaj and Singh

[1], Das and Patel [3], Waszak [26] and others.
The definitions of statistical convergence and strong p−Cesaro or wp

(0 < p < ∞) summability of a sequence were introduced in the literature in-
dependently of one another and have followed different lines of development
since their first appearence. It turns out, however, that the two defini-
tions can be simply related to one another in general and are equivalent
for bounded sequences. The idea of statistical convergence depends on the
density of subsets of the set N of natural numbers. The density of a subset
E of N is defined by

δ(E) = lim
n→∞

1
n

n∑
k=1

χE(k) provided the limit exists,

where χE is the characteristic function of E. It is clear that any finite subset
of N has zero natural density and δ (Ec) = 1− δ (E).

A sequence x = (xk) is called statistically convergent to a number L, if
for every ε > 0, δ {k ∈ N : |xk − L| ≥ ε} = 0 ( see [4], [6]). In this case we
write S − lim xk = `.

Recall ([7], [17] ) that an Orlicz function is a function M : [0,∞) → [0,∞),
which is continuous, nondecreasing and convex with M(0) = 0, M(x) > 0
for x > 0 and M(x) →∞ as x →∞.

An Orlicz function M can always be represented in the following inte-

gral form: M(x) =
x∫
0

q (t) dt, where q known as the kernel of M , is right

differentiable for t ≥ 0, q (0) = 0, q (t) > 0 for t > 0, q is nondecreasing and
q (t) →∞ as t →∞.

If the convexity of Orlicz function M is replaced by M(x + y) ≤ M(x) +
M(y) then this function is called modulus function, defined and discussed
by Ruckle [20] and Maddox [11].

It is well known that if M is a convex function and M (0) = 0, then
M (λx) ≤ λM(x) for all λ with 0 < λ < 1.
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Let (Ω,Σ, µ) be a finite measure space. We denote by E (µ) the space of
all (equivalence classes of) Σ−measurable functions x from Ω into [0,∞) .
Given an Orlicz function M, we define on E (µ) a convex functional IM by

IM (x) =
∫

Ω
M (x (t)) dµ,

and an Orlicz space LM (µ) by LM (µ) = {x ∈ E (µ) : IM (λx) < +∞ for some λ > 0} ,
(For detail see [7], [17]).

The sequence space

`M =

{
x ∈ w :

∞∑
k=1

M

(
|xk|
ρ

)
< ∞, for some ρ > 0

}
is a Banach space with the norm

‖x‖ = inf

{
ρ > 0 :

∞∑
k=1

M

(
|xk|
ρ

)
≤ 1

}
and this space is called an Orlicz sequence space. For M (t) = tp, 1 ≤ p < ∞,
the spaces `M coincide with the classical sequence space `p.

The following inequality will be used throughout this paper. Let p = (pk)
be a sequence of positive real numbers with 0 < pk ≤ sup pk = G, and let
D =max

(
1, 2G−1

)
. Then for ak, bk ∈ C, the set of complex numbers, for all

k ∈ N, we have

(2) |ak + bk|pk ≤ D{|ak|pk + |bk|pk}, [10]

Now we can give our new definition.

Definition 1. Let M be an Orlicz function, X be a locally convex Haus-
dorff topological linear space whose topology is determined by a set Q of
continuous seminorms q and p = (pk) be a sequence of positive real num-
bers. w (X) denotes the space of all sequences x = (xk) , where xk ∈ X. We
define the following sequence spaces:

[Vσ, θ,M, p, q]1 =

x ∈ w (X) : lim
r→∞

1
hr

∑
k∈Ir

[
M

(
q
(

x
σk(m)

−`

ρ

))]pk

= 0,

uniformly in m, for some ρ > 0 and ` > X

 ,

[Vσ, θ,M, p, q]0 =

 x ∈ w (X) : lim
r→∞

1
hr

∑
k∈Ir

[
M

(
q
(

x
σk(m)

ρ

))]pk

= 0,

uniformly in m, for some ρ > 0

 ,

[Vσ, θ,M, p, q]∞ =

x ∈ w (X) : sup
r,m

1
hr

∑
k∈Ir

[
M

(
q
(

x
σk(m)

ρ

))]pk

< ∞,

for some ρ > 0

 .

Throughout the paper Z will be denote any one of the notation 0, 1 or ∞.
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In this case θ = (2r) and M (x) = x , pk = 1 for all k ∈ N we shall write
[Vσ,M, p, q]Z and [Vσ, θ, q]Z instead of [Vσ, θ,M, p, q]Z .

Lemma 1. ([5], Lemma 2.1) In order for |σ1| ⊆ Nθ it is necessary
and sufficient that lim infr sr > 1.

Lemma 2. ( [5], Lemma 2.2) In order for Nθ ⊆ |σ1| it is necessary
and sufficient that lim supr sr < ∞.

Lemma 3. ([5], Theorem 2.1) Let θ be a lacunary sequence, then
Nθ = |σ1| if and only if 1 < lim infr sr ≤ lim supr sr < ∞.

3. Main Results

In this section we examine some topological properties of [Vσ, θ,M, p, q]Z
spaces and investigate some inclusion relations between these spaces.

Theorem 1. Let the sequence (pk) be bounded, then [Vσ, θ,M, p, q]Z are
linear spaces over the set of complex numbers.

Proof. We shall prove the theorem only for the space [Vσ, θ,M, p, q]0.
The others can be proved by the same way. Let x, y ∈ [Vσ, θ,M, p, q]0 and
α, β ∈ C. Then there exist positive numbers ρ1 and ρ2 such that

lim
r→∞

1
hr

∑
k∈Ir

[
M

(
q

(
xσk(m)

ρ1

))]pk

= 0

and

lim
r→∞

1
hr

∑
k∈Ir

[
M

(
q

(
yσk(m)

ρ2

))]pk

= 0 uniformly in m.

Define ρ3 = max (2 |α| ρ1, 2 |β| ρ2) . Since M is nondecreasing and convex, q
is a seminorm by (2) we have

1
hr

∑
k∈Ir

[
M

(
q

(
αxσk(m) + βyσk(m)

ρ3

))]pk

≤

≤ 1
hr

∑
k∈Ir

[
M

(
q

(
αxσk(m)

ρ3

)
+ q

(
βyσk(m)

ρ3

))]pk

≤ D
1
hr

∑
k∈Ir

[
M

(
q

(
xσk(m)

ρ1

))]pk

+D
1
hr

∑
k∈Ir

[
M

(
q

(
yσk(m)

ρ2

))]pk

→ 0

as r →∞ uniformly in m. This proves that [Vσ, θ,M, p, q]0 is linear. �
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Theorem 2. The spaces [Vσ, θ,M, p, q]Z are paranormed space (not nec-
essarily totally paranormed ), paranormed by

g(x) = inf

{
ρpn/H : sup

k≥1
M

(
q

(
xσk(m)

ρ

))
≤ 1, ρ > 0, uniformly in m

}
,

where H = max (1, supk pk).

Proof. Consider the space [Vσ, θ,M, p, q]∞ . Clearly g(x) = g(−x) and
g(θ̄) = 0, where θ̄ is the zero sequence of X. Let (xk) , (yk) ∈ [Vσ, θ,M, p, q]∞.
Then there exist ρ1, ρ2 such that

sup
k≥1

M

(
q

(
xσk(m)

ρ1

))
≤ 1, uniformly in m

and

sup
k≥1

M

(
q

(
yσk(m)

ρ2

))
≤ 1, uniformly in m.

Let ρ = ρ1 + ρ2, then we have

sup
k≥1

M

(
q

(
xσk(m) + yσk(m)

ρ

))
≤

(
ρ1

ρ1 + ρ2

)
sup
k≥1

M

(
q

(
xσk(m)

ρ1

))
+

(
ρ2

ρ1 + ρ2

)
sup
k≥1

M

(
q

(
yσk(m)

ρ2

))
≤ 1, uniformly in m.

Hence

g(x + y) = inf

{
(ρ1 + ρ2)

pn/H : supk≥1 M
(
q
(

x
σk(m)

+y
σk(m)

ρ

))
≤ 1,

ρ > 0, uniformlyin m

}

≤ inf

{
(ρ1)

pn/H : supk≥1 M
(
q
(

x
σk(m)

ρ1

))
≤ 1,

ρ1 > 0, uniformly in m

}

+ inf

{
(ρ2)

pn/H : supk≥1 M
(
q
(

x
σk(m)

ρ2

))
≤ 1, ρ2 > 0,

uniformly in m

}
= g(x) + g(y).

Hence g satisfies the inequality.
The continuity of product follows from the following equality:

g (λx) = inf

{
ρpn/H : supk≥1 M

(
q
(

λx
σk(m)

ρ

))
≤ 1,

ρ > 0, uniformly in m

}

= inf

{
(|λ| t)pn/H : supk≥1 M

(
q
(

x
σk(m)

t

))
≤ 1,

t > 0, uniformly in m

}
,
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where t = ρ/ |λ| .
The proof of the following result is easy and thus omitted. �

Theorem 3. Let M1, M2 be Orlicz function. Then we have [Vσ, θ,M1, p ,
q]Z ∩ [Vσ, θ,M2, p, q]Z ⊆ [Vσ, θ,M1 + M2, p, q]Z .

Propertion 1. For any two sequences p = (pk) and t = (tk) of pos-
itive real numbers and for any two seminorms q1 and q2 on X, we have
[Vσ, θ,M, p, q1]Z ∩ [Vσ, θ,M, p, q2]Z 6= ∅.

Proof. Since the zero element belongs to each of the above classes of
sequences, thus the intersection is nonempty. �

Propertion 2. Let M be an Orlicz function and q1 and q2 be two semi-
norms on X. Then

i) If q1 is stronger than q2, then [Vσ, θ,M, p, q1]Z ⊂ [Vσ, θ,M, p, q2]Z ,

ii) [Vσ, θ,M1, p, q1]Z ∩ [Vσ, θ,M1, p, q2]Z ⊂ [Vσ, θ,M1, p, q1 + q2]Z .

Proof. Omitted. �

Theorem 4. Let M be an Orlicz function. Then [Vσ, θ,M, p, q]0 ⊂
[Vσ, θ,M, p, q]1 ⊂ [Vσ, θ,M, p, q]∞.

Proof. The inclusion [Vσ, θ,M, p, q]0 ⊂ [Vσ, θ,M, p, q]1 is obvious. Now
let x ∈ [Vσ, θ,M, p, q]1 . Then we have

1
hr

∑
k∈Ir

[
M

(
q

(
xσk(m)

ρ

))]pk

≤

≤ D

hr

∑
k∈Ir

[
M

(
q

(
xσk(m) − `

ρ

))]pk

+
D

hr

∑
k∈Ir

[
M

(
q

(
`

ρ

))]pk

≤ D

hr

∑
k∈Ir

[
M

(
q

(
xσk(m) − `

ρ

))]pk

+ D max

{
1,

[
M

(
q

(
`

ρ

))]G
}

Thus x ∈ [Vσ, θ,M, p, q]∞ . �

Taking yk =
[
M

(
q
(

x
σk(m)

ρ

))]pk

for all k ∈ N, we have the following
results those follow from the Lemmas listed in section 1.

Propertion 3. Let θ = (kr) be a lacunary sequence with lim infr sr > 1.
Then for any Orlicz function M, [Vσ,M, p, q]Z ⊆ [Vσ, θ,M, p, q]Z .

Propertion 4. Let θ = (kr) be a lacunary sequence with lim supr sr < ∞.
Then for any Orlicz function M, [Vσ, θ,M, p, q]Z ⊆ [Vσ,M, p, q]Z .
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The next result follows from Proposition 3 and Proposition 4

Theorem 5. Let θ = (kr) be a lacunary sequence with 1 < lim infr sr ≤
lim supr sr < ∞. Then for any Orlicz function M, [Vσ,M, p, q]Z = [Vσ,
θ, M, p, q]Z .

Theorem 6. Let 0 ≤ pk ≤ tk and
(

tk
pk

)
be bounded. Then [Vσ, θ,M, t, q]Z ⊂

[Vσ, θ,M, p, q]Z .

Proof. If we take wkm =
[
M

(
q
(

x
σk(m)

ρ

))]pk

for all k and m, then using
the same technique of Theorem 2 of Nanda [15]. �

4. S∗θ -Statistical Convergence

In this section we introduce the concept of S∗θ− statistical convergence
and give some inclusion relations related to this concept. We also show that
the spaces [Vσ, θ,M, q]1 ∩ `∞ (q) may be represented as a S∗θ ∩ `∞ (q) space.

Definition 2. A sequence x = (xk) is said to be S∗θ–statistically conver-
gent to ` ∈ X if for all q ∈ Q and any ε > 0 such that

lim
r→∞

1
hr

∣∣∣{k ∈ Ir : q
(
xσk(m) − `

)
≥ ε

}∣∣∣ = 0, uniformly in m = 1, 2, ... .

In this case we write S∗θ − lim x = ` or xk → ` (S∗θ ) and we define

S∗θ = {x = (xk) : S∗θ − lim x = `, for some `} .

Theorem 7. Let θ = (kr) be a lacunary sequence, then
i) xk → ` [Vσ, θ, q]1 implies xk → ` (S∗θ ),

ii) If x ∈ l∞ (q) and xk → ` (S∗θ ) imply then xk → ` [Vσ, θ, q]1,

where l∞(q) denotes the set of q−bounded sequences, that is `∞ (q) = {x ∈
w(X) : supk q (x) < ∞}.

Proof. i) Let ε > 0 and xk → ` [Vσ, θ, q]. We can write∑
k∈Ir

q
(
xσk(m) − `

)
≥

∑
k∈Ir

q
�
x

σk(m)
−`
�
≥ε

q
(
xσk(m) − `

)

≥ ε
∣∣∣{k ∈ Ir : q

(
xσk(m) − `

)
≥ ε

}∣∣∣ .

Hence xk → ` (S∗θ ) .

ii) Suppose that xk → ` (S∗θ ) and x ∈ l∞ (q), say q
(
xσk(m) − `

)
≤ M for

all k and m. Given ε > 0, we have
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1
hr

∑
k∈Ir

q
(
xσk(m) − `

)
=

1
hr

∑
k∈Ir

q
�
x

σk(m)
−`
�
≥ε

q
(
xσk(m) − `

)

+
1
hr

∑
k∈Ir

q
�
x

σk(m)
−`
�
<ε

q
(
xσk(m) − `

)

≤ M

hr

∣∣∣{k ∈ Ir : q
(
xσk(m) − `

)
≥ ε

}∣∣∣ + ε

which implies that xk → ` [Vσ, θ, q]1.
In (ii), q− boundedness condition cannot be omitted. For this consider

the following example. �

Example. Let q (x) = |x|, and θ be given. We define xk to be 1, 2, ..., [
√

hr]
for k = σn (m) , n = kr−1 + 1, kr−1 + 2, ..., kr−1 +

[√
hr

]
; m ≥ 1, and xk = 0

otherwise ( where [ ] denotes the greatest integer function ). Note that x is
not q− bounded, x → 0 (S∗θ ) and x /∈ [Vσ, θ, p, q].

Theorem 8. Let M be an Orlicz function. Then [Vσ, θ,M, p, q]1 ⊂ S∗θ .

Proof. Let x ∈ [Vσ, θ,M, p, q]1. Then there exists a number ρ > 0 such
that

1
hr

∑
k∈Ir

[
M

(
q

(
xσk(m) − `

ρ

))]pk

→ 0, uniformly in m.

Then

1
hr

∑
k∈Ir

[
M

(
q

(
xσk(m) − `

ρ

))]pk

=
1
hr

∑
k∈Ir

q
�
x

σk(m)
−`
�
≥ε

[
M

(
q

(
xσk(m) − `

ρ

))]pk

+
1
hr

∑
k∈Ir

q
�
x

σk(m)
−`
�
<ε

[
M

(
q

(
xσk(m) − `

ρ

))]pk

≥ 1
hr

∑
k∈Ir

q
�
x

σk(m)
−`
�
≥ε

[
M

(
q

(
xσk(m) − `

ρ

))]pk

≥ 1
hr

∣∣∣{k ∈ Ir : q
(
xσk(m) − `

)
≥ ε

}∣∣∣ min
{

[M (ε)]inf pk , [M (ε)]G
}

.

Hence x ∈ S∗θ . �
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Theorem 9. S∗θ ∩ `∞ (q) = [Vσ, θ,M, q]1 ∩ `∞ (q) .

Proof. By Theorem 8, we need only show that S∗θ∩`∞ (q) ⊂ [Vσ, θ,M, q]1∩
`∞ (q) . For each m ≥ 1, let σkm = xσk(m) − ` → 0 (Sθ). Since x ∈ `∞ (q) ,
there exists K > 0 such that

M

[
q

(
σkm

ρ

)]
≤ K.

Then for a given ε > 0 and for each m ∈ N, we have

1
hr

∑
k∈Ir

[
M

(
q

(
σkm

ρ

))]
=

1
hr

∑
k∈Ir

q
�
x

σk(m)
−`
�
≥ε

[
M

(
q

(
σkm

ρ

))]

+
1
hr

∑
k∈Ir

q
�
x

σk(m)
−`
�
<ε

[
M

(
q

(
σkm

ρ

))]

≤ K

hr
|{k ∈ Ir : q (σkm) ≥ ε}|+ M

(
ε

ρ

)
.

Hence x ∈ [Vσ, θ,M, q]1 ∩ `∞ (q) . �

5. Conclusion

Giving particular values to M, θ, X and q we obtain some sequence spaces
which are the special cases of the sequence spaces that we have defined, for
example
i) If X = C, M (x) = x, θ = (2r) and q (x) = |x| , then [Vσ, θ,M, p, q]Z =

[Vσ]Z(pk) , ( see [23] ).

ii) If X = C , q (x) = |x| and θ = (2r) , then [Vσ, θ,M, p, q]Z = [Vσ,M ]Z(pk) ,
( see [16] ).
The most of the results proved in the previous sections will be true for

these spaces.
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