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1. Introduction

The purpose of this paper is study the existence and uniqueness for frac-
tional and non-fractional differential equations with classical condition in
cone metric spaces.

In Section 3 we consider the consider the following fractional evolution
equation of the form:

(1) Dqx(t) = A(t)x(t), t ∈ [0, b],

(2) x(0) = x0,

where 0 < q < 1, A(t) is a bounded linear operator on a Banach space X
with domain D(A(t)), the unknown x(·) takes values in the Banach space
X, and x0 is a given element of X. The operator Dq denotes the Capto
fractional derivative of order q.

Fractional calculus is a generalization of ordinary differentiation and in-
tegration to arbitrary noninteger order. Furthermore, the fractional differ-
ential and fractional Integrodifferential equations are now recognized as an
excellent tool for the description of memory and hereditary properties of
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various materials and processes due to the existence of a ”memory” term in
a model. This memory term insures the history and its impact to the present
and future. The mathematical modelling of systems and processes involving
the fractional order occur in many areas: physics, chemistry, aerodynam-
ics, electrodynamics of complex medium, polymer, biotechnology, rheology,
study of control system, game theory, programming languages etc. In recent
years, the fractional differential and fractional integrodifferential equations
have become a very active area of research and we refer the reader to the
monographs [10, 17, 24] and the papers [2, 4, 5, 13, 20].

In Section 4 we study the existence and uniqueness of mild solution of
abstract semilinear differential equation of second order the type:

(3) y
′′
(t) = Ay(t) + g (t, y(t)) , 0 ≤ t ≤ b

(4) y(0) = y0, y
′
(0) = y1,

where A is an infinitesimal generator of a strongly continuous cosine family
{C(t : t ∈ R)} in a Banach space X, g : [0, b] × X → X is appropriate
function and y0, y1 are given elements of X.

The theory of differential equations with classical conditions has been
extensively studied in the literature. Many authors have been studied the
problems of existence, uniqueness, continuation and other properties of so-
lutions of these type or special forms of the equations (3)–(4) are studied by
different techniques, for example, see [6, 16, 18, 22, 23, 30, 31, 32] and the
references given therein.

The objective of the present paper is to study the existence and unique-
ness of solution of the system (1)–(2) and the system (3)–(4) under the
conditions in respect of the cone metric space and fixed point theory. In
particular for the system (3)–(4), neither the cosine family {C(t) : t ∈ R}
nor the function g is needed to be compact in our result. Hence we extend
and improve some results reported in [2, 5, 16, 22, 23, 26, 30, 32]. We are
motivated by the work of P. Raja and S. M. Vaezpour in [26] and influenced
by the work of K. Balchandran [5].

The paper is organized as follows: Section 2, we discuss the preliminaries.
Section 3, we dealt with study of the fractional differential equation and in
Section 4, we consider an abstract semilinear differential equation of second
order. Finally in Section 5, we give examples to illustrate the application of
our results.

2. Preliminaries

Let us recall the concepts of the cone metric space and we refer the reader
to [1, 3, 7, 9, 12, 14, 15, 19, 25, 27, 28, 29, 33] for the more details.
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Let E be a real Banach space and P is a subset of E. Then P is called
a cone if and only if,

1. P is closed, nonempty and P 6= {0};
2. a, b ∈ R, a, b ≥ 0, x, y ∈ P ⇒ ax+ by ∈ P ;
3. x ∈ P and −x ∈ P ⇒ x = 0.

For a given cone P ⊂ E, we define a partial ordering relation ≤ with respect
to P by x ≤ y if and only if y − x ∈ P . We shall write x < y to indicate
that x ≤ y but x 6= y, while x << y will stand for y−x ∈ intP , where intP
denotes the interior of P .

The cone P is called normal if there is a number K > 0 such that 0 ≤
x ≤ y implies ‖x‖ ≤ K‖y‖, for every x, y ∈ E. The least positive number
satisfying above is called the normal constant of P .

In the following we always suppose E is a real Banach space , P is a cone
in E with intP 6= φ, and ≤ is partial ordering with respect to P .

Definition 1. Let X be a nonempty set. Suppose that the mapping
d : X ×X → E satisfies:

(d1) 0 ≤ d(x, y) for all x, y ∈ X and d(x, y) = 0 if and only if x = y;
(d2) d(x, y) = d(y, x), for all x, y ∈ X;
(d3) d(x, y) ≤ d(x, z) + d(z, y), for all x, y, z ∈ X.

Then d is called a cone metric on X and (X, d) is called a cone metric space.
The concept of cone metric space is more general than that of metric space.

The following example is a cone metric space, (see [11]).

Example 1. Let E = R2 , P = {(x, y) ∈ E : x, y ≥ 0}, X = R, and
d : X × X → E such that d(x, y) = (|x − y|, a|x − y|), where a ≥ 0 is a
constant. Then (X, d) is a cone metric space.

Definition 2. Let X be a an ordered space. A function Φ : X → X is
said to be a comparison function if for every x, y ∈ X, x ≤ y implies that
Φ(x) ≤ Φ(y), Φ(x) ≤ x and limn→∞ ‖Φn(x)‖ = 0 for all x ∈ X.

Example 2. Let E = R2, P = {(x, y) ∈ E : x, y ≥ 0}. It is easy to
check that Φ : E → E, with Φ(x, y) = (cx, cy), for some c ∈ (0, 1) is a
comparison function. Also if Φ1,Φ2 are two comparison functions over R,
then Φ(x, y) = (Φ1(x),Φ2(y)) is also a comparison function over E.

Let X be a Banach space with norm ‖ · ‖. Let B = C([0, b], X) be the
Banach space of all continuous functions from [0, b] into X endowed with
supremum norm

‖x‖B = sup{‖x(t)‖ : t ∈ [0, b]}.
Let P = {(x, y) : x, y ≥ 0} ⊂ E = R2, and define d(f, g) = (‖f − g‖B, a‖f −
g‖B), for every f, g ∈ B and a ≥ 0. Then it is easily seen that (B, d) is a
cone metric space.
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We need the following theorem for further discussion:

Theorem 1 ([26]). Let (X, d) be a complete cone metric space, where
P is a normal cone with normal constant K. Let f : X → X be a function
such that there exists a comparison function Φ : P → P such that

d(f(x), f(y)) ≤ Φ(d(x, y)),

for every x, y ∈ X. Then f has a unique fixed point.

3. Fractional differential equation

We need some basic definitions and properties of fractional calculus which
are used in this section.

Definition 3. A real function f(t), t > 0, is said to be an element
of the space Cµ, µ ∈ R if there exists a real number p > µ, such that
f(t) = tpg(t), where g(t) ∈ C[0,∞), and it is said to be an element of the
space Cnµ whenever f (n) ∈ Cµ, for all n ≥ 1.

Definition 4. A function f ∈ Cµ, µ ≥ −1 is said to be Riemann-Liouville
fractional integrable of order α ∈ R+ if

Iαf(t) =

∫ t

0

(t− s)α−1

Γ(α)
f(s)ds <∞,

where Γ is the Euler gamma function and if α = 0, then I0f(t) = f(t).

Definition 5. The fractional derivative in the Capto sense is defined as

dαf(t)

dtα
= In−α(

dnf(t)

dtn
) =

1

Γ(n− α)

∫ t

0
(t− s)n−α−1f (n)(s)ds

for n− 1 < α ≤ n, n ≥ 1, t > 0 and f ∈ Cn−1. If 0 < α ≤ 1, then

dαf(t)

dtα
=

1

Γ(1− α)

∫ t

0
(t− s)−αf ′

(s)ds,

where f
′
(s) = df(s)

ds and f is an abstract function with values in X.

The properties of the above operators and the common symbols can be
found in [17] and the general theory of fractional differential equations can
be found [21].
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Remark 1. The problem (1)–(2) is equivalent to the integral

x(t) = x0 +
1

Γ(q)

∫ t

0
(t− s)q−1A(s)x(s)ds.

By a solution of the problem (1)–(2), we mean a function x such that the
following conditions are satisfied:

(a) x ∈ B and x ∈ D(A(t));
(b) Dqx(t) is continuous on [0, b], where 0 < q < 1;
(c) x satisfies equation (1) with the initial condition (2).

We list the following hypotheses for our convenience:

(H1) A(t) is a bounded linear operator on X for each t ∈ [0, b], the function
t→ A(t) is continuous in the uniform operator topology and there exist
a constant K such that

K = max
t∈[0,b]

‖A(t)‖.

(H2) There exists a comparison function Φ1 : R2 → R2 such that

(‖x(t)− y(t)‖, a‖x(t)− y(t)‖) ≤ Φ1(d(x, y)),

for every t ∈ [0, b] and x, y ∈ B.

(H3)
Kbq+1

Γ(q + 1)
≤ 1.

Theorem 2. Assume that hypotheses (H1) − (H3) hold. Then the evo-
lution equations (1)–(2) has a unique solution x on [0, b].

Proof. The operator F : B → B is defined by

(5) Fx(t) = x0 +
1

Γ(q)

∫ t

0
(t− s)q−1A(s)x(s)ds, t ∈ [0, b].

By using the hypotheses (H1)− (H3), we have

(‖Fx(t)− Fy(t)‖, α‖Fx(t)− Fy(t)‖)(6)

≤ (
Kbq

Γ(q + 1)

∫ t

0
‖x(s)− y(s)‖ds,

a
Kbq

Γ(q + 1)

∫ t

0
‖x(s)− y(s)‖ds)

≤ Kbq

Γ(q + 1)

∫ t

0
(‖x(s)− y(s)‖, a‖x(s)− y(s)‖)ds

≤ Φ1(‖x− y‖B, a‖x− y‖B)
Kbq+1

Γ(q + 1)

≤ Φ1(‖x− y‖B, a‖x− y‖B),
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for all x, y ∈ B. This implies that d(Fx, Fy) ≤ Φ1(d(x, y)), for all x, y ∈
B. The Theorem 1 can be applied to guarantee the mild solution of the
semilinear differential equations (1)–(2). �

4. Second order differential equation

In many cases it is advantageous to treat second abstract differential
equations directly rather than to convert first order systems. A useful
technique for the study of abstract second order equations is the theory
of strongly continuous cosine family. Next, we only mention a few results
and notations needed to establish our results. A one parameter family
{C(t) : t ∈ R} of bounded linear operators mapping the Banach space
X into itself is called a strongly continuous cosine family if and only if

(a) C(0) = I (I is the identity operator);
(b) C(t)x is strongly continuous in t on R for each fixed x ∈ X;
(c) C(t+ s) + C(t− s) = 2C(t)C(s) for all t, s ∈ R.

If {C(t) : t ∈ R} is a strongly continuous cosine family in X, then {S(t) :
t ∈ R}, associated to the given strongly continuous cosine family, is defined
by

S(t)x =

∫ t

0
C(s)xds, x ∈ X, t ∈ R.

The infinitesimal generator A : X → X of a cosine family {C(t) : t ∈ R} is
defined by

Ax =
d2

dt2
C(t)x|t=0, x ∈ D(A),

where D(A) = {x ∈ X : C(.)x ∈ C2(R, X)}. Moreover, M ≥ 1 and N are
positive constants such that ‖C(t)‖ ≤M and ‖S(t)‖ ≤ N for every t ∈ [0, b].

Definition 6. Let g ∈ L1(0, b;X). The function y ∈ B given by

y(t) = C(t)y0 + S(t)y1 +

∫ t

0
S(t− s)g(s, y(s))ds, t ∈ [0, b]

is called the mild solution of the initial value problem (3)–(4).

We list the following hypotheses for our convenience:

(H4) g : [0, b]×X → X and there exists a continuous function p1 : [0, b]→ R+

and a comparison function Φ2 : R2 → R2 such that

(‖g(t, x)− g(t, y)‖, a‖g(t, x)− g(t, y)‖) ≤ p1(t)Φ2(d(x, y)),

for all t ∈ [0, b] and x, y ∈ X.
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(H5)

N

∫ b

0
p1(t)dt = 1.

Theorem 3. Assume that hypotheses (H4)−(H5) hold. Then the abstract
problem (3)–(4) has a unique solution x on [0, b].

Proof. We want to prove that the operator G : B → B is defined by

(7) Gy(t) = C(t)y0 + S(t)y1 +

∫ t

0
S(t− s)g(s, y(s))ds, t ∈ [0, b]

has unique fixed point. This fixed point is a solution of equations (3)–(4).
For every x, y ∈ B, we have

(‖Gx(t)−Gy(t)‖, a‖Gx(t)−Gy(t)‖)(8)

= (‖
∫ t

0
S(t− s)[g(s, x(s))− g(s, y(s))]ds‖,

a‖
∫ t

0
S(t− s)[g(s, x(s))− g(s, y(s))]ds‖)

≤ (

∫ t

0
‖S(t− s)‖‖[g(s, x(s))− g(s, y(s))]‖ds,

a

∫ t

0
‖S(t− s)‖‖[g(s, x(s))− g(s, y(s))]‖ds)

≤ (

∫ t

0
N‖[g(s, x(s))− g(s, y(s))]‖ds,

a

∫ t

0
N‖‖[g(s, x(s))− g(s, y(s))]‖ds)

≤ N
∫ t

0
p1(s)Φ2(‖x(s)− y(s)‖, a‖x(s)− y(s)‖)ds

≤ Φ2(‖x− y‖B, a‖x− y‖B)N

∫ b

0
p1(s)ds

= Φ2(‖x− y‖B, a‖x− y‖B).

Hence d(Gx,Gy) ≤ Φ2(d(x, y)), for all x, y ∈ B. The conclusion follows now
from Theorem 1. �

5. Applications

In this section we give examples to illustrate the usefulness of our results.
Let us consider first example of fractional initial value problem:

(9) Drx(t) =
t

7
x(t), t ∈ [0, 1], 0 < r < 1,
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(10) x(0) = x0.

Consider a metric d(x, y) = (‖x− y‖B, a‖x− y‖B) on C([0, 1],R) for a ≥ 0.
Then clearly C([0, 1],R) is a complete cone metric space. Here A(t) = t

7 ,
t ∈ [0, 1]. Clearly, K = 1

7 and if

1

7
≤ Γ(r + 1),

then all conditions of Theorem 2 are satisfied, the problem (9)–(10) has a
unique solution x ∈ C([0, 1],R) on [0, 1].

Now, we consider the following partial differential equation of the form:

(11)
∂2

∂t2
z(t, x) =

∂2

∂x2
z(t, x) +

2

19 + et
z(t, x(t)), t ∈ [0, 1], x ∈ [0, π]

(12) z(t, 0) = z(t, π) = 0, t ∈ [0, 1],

(13) z(0, x) = z0(x), x ∈ [0, π],

(14)
∂z(t, x)

∂t
|t=0 = z1(x), x ∈ [0, π].

Let

y(t)x = z(t, x), t ∈ [0, 1], x ∈ [0, π],

g(t, y)(x) =
2

19 + et
z(t, x(t)), x ∈ [0, π].

Let us take X = L2([0, π]). We define the operator A : D(A) ⊂ X → X
by Aw = wuu, where D(A) = {w(·) ∈ X : w, w

′
are absolutely contnuous,

w(0) = w(π) = 0}. It is well known that A is the generator of strongly con-
tinuous cosine function {C(t) : t ∈ R} on X. Furthermore, A has discrete
spectrum, the eigenvalues are −n2, n ∈ N, with corresponding normalized

characteristics vectors wn(u) :=
√

2
π sin(nu), n = 1, 2, 3, · · · , and the follow-

ing conditions hold:
1) {wn : n ∈ N} is an orthonormal basis of X.
2) If w ∈ D(A), then Aw = −

∑∞
n=1 n

2 < w,wn > wn.
3) For w ∈ X, C(t)w =

∑∞
n=1 cos(nt) < w,wn > wn. Moreover, from these

expression, it follows that S(t)w =
∑∞

n=1
sin(nt)
n < w,wn > wn, that S(t)

is compact for every t > 0 and that ‖C(t)‖ ≤ 1 and ‖S(t)‖ ≤ 1 for every
t ∈ [0, 1].
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4) If H denotes the group of translations on X defined by H(t)x(u) =
x̃(u + t), where x̃ is the extension of x with period 2π, then C(t) =
1
2

(
H(t) + H(−t)

)
. If G : X → X is defined by Gx = x

′
, D(G) = {x ∈

X : x
′ ∈ X}, then it follows that A = G2 (see [8]), where G is the

infinitesimal generator of the group H.
With these choices of functions, the equations (11)–(14) can be formulated as
an abstract semilinear differential equations (3)–(4). Since all the conditions
of Theorem 3 are satisfied, the problem (11)–(14) has solution z on [0, 1]×
[0, π].
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