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Abstract. The problem of a multiplier ω(n) of the Nörlund
means and convex maps of the unit disc is being considered again,
but with a multiplier ω(n) of different form then that appeared by
Ziad S. Ali in [1]. With this we would have brought up again in a
rather unified approach the results of G. Pólya, and I.J. Schonberg
in [7], T. Basgoze, J.L. Frank and F.R. Keogh in [3], and Ziad S.
Ali in [2]. The new multiplier w(n) gives rise to interesting appli-
cations related to function expansion by the Chebychev polyno-
mials of the first and the second kind, an application to bionomial
trigonometric formulas and an application to the subordination
principle.
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1. Introduction

Let
∞∑
k=0

uk be a given series, and let {Sn}∞0 denote the sequence of its

partial sums. Let {qn}∞0 be a sequence of real numbers with q0 > 0,

and qn ≥ 0 for all n > 0, and let Qn =
n∑
k=0

qk. By G. H. Hardy [5] the

sequence-to-sequence transformation

Tn =
1

Qn

n∑
k=0

qn−kSk

is called the Nörlund means of {Sn}∞0 , and is denoted by (N, qn).
The (N, qn) is regular if and only if qn = o(Qn) as n → ∞. By P. L.

Duren [4] a function f analytic in a domain D is said to be simple, schlicht,
or univalent if f is one-to-one mapping of D onto another domain. A domain
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E of the complex plane is said to be convex if and only if the line segment
joining any two points of E lies entirely in E. A function f which is analytic,
univalent in the unit disc D = {z : z < 1}, and is normalized by f(0) =
f ′(0) − 1 = 0 is said to belong to the class S. Now f ∈ S is said to belong
to the class K if and only if it is a conformal mapping of the unit disc
D = {z : z < 1} onto a convex domain. An analytic function g is said to be
subordinate to an analytic function f (written g ≺ f) if

g(z) = f
(
ω(z)

)
, |z| < 1

for some analytic function ω with |ω(z)| ≤ |z|. It is known by the Koebe-One-
Quarter theorem that the range of every function of the class S contains
the disc {w : |w| < 1

4}, i.e. 1
4z ≺ f . The strengthend version of the

Koebe-One-Quarter theorem says that the range of every convex function
f ∈ K contains the disc |w| < 1

2 , i.e. 1
2z ≺ f . Let Re(z) be the real part

of z, and let Im(z) be the imaginary part of z. Again by P. L. Duren [4],
let f(ρ, θ) = u(ρ, θ) + iv(ρ, θ). Assume that u(ρ, θ) is harmonic in D = {z :
|z| < 1}. Assume further that u(ρ, θ) is continuous on D̄ = {z : |z| ≤ 1}.
The minimum principal for harmonic functions asserts that u(ρ, θ) attains
its minimum on the boundary of D. By A. M. Mathai [6], the Chebychev’s
polynomials of the first kind Tn(x), and of the second kind Un(x) are re-
spectively defined by:

Tn(x) = cosnθ, Un(x) =
sin(n+ 1)θ

sin θ
, x = cos θ.

A continuous function f(x) in |x| ≤ 1 can have a Generalized Fourier Series
expansion or a Fourier Chebychev Series expansion of the form

f(x) =

∞∑
r=1

arTr(x), where ar =
2

π

∫ 1

−1

1√
1− x2

f(x)Tr(x)dx.

The orthogonality conditions are given by∫ 1

−1

1√
1− x2

Ts(x)Tr(x)dx =


0, if s 6= r
π, if s = r = 0
π
2 , s = r = 1, 2, · · ·

Similarly,

g(x) =
∞∑
r=1

brUr(x), where, br =
2

π

∫ 1

−1

√
1− x2g(x)Ur(x)dx

with the orthogonality conditions∫ 1

−1
Ur(x)Us(x)

√
1− x2dx =

{
0, if r 6= s
π
2 , r = s
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2. Means connected with power series

Suppose that f(z) =
∞∑
k=0

akz
k is regular for |z| < 1. Let

Sn(z, f) =
n∑
k=0

akz
k be the sequence of partial sums of f,

σn(z, f) = 1
n+1

n∑
k=0

Sk(z, f) be the Cesaro means or the (C, 1)

means of f,

Tn(z, f) = 1
Qn

n∑
k=0

qn−kSk(z, f) be the Nörlund means of f , and let

Vn(z, f) = 1

(2nn )

n∑
k=1

(
2n
n+k

)
akz

k be the de la Vallee Poussin means of f.

3. Known results

In [7] G. Polya, and I.J. Schonberg proved the following theorem, and
corollary:

Theorem 1. For f(z) ∈ K, it is necessary and sufficient that Vn(z, f) ∈
K for n = 1, 2 . . . .

Corollary 1. For f(z) ∈ K, Vn(z, f) ≺ f for n = 1, 2, . . . .

In [3] T. Basgoze, J.L. Frank, and F.R. Keogh proved the following the-
orem:

Theorem 2. (i) Suppose that the values taken by f(z) for z in D lie in
a convex domain Dw. Then the values taken by σn(z, f) also lie in Dw for
all n, and all z in D.

(ii) Conversely, suppose that the values taken by σn(z, f) lie in a convex
domain Dw; then the values taken by f(z) lie in Dw for all z in D.

In [2] Ziad S. Ali proved the following theorems:

Theorem 3. (i) Let (N, qn) be a regular Nörlund transformation such
that {qn}∞0 is a non-decreasing sequence of positive numbers. Suppose that
the values taken by f(z), for z in D, lie in a convex domain Dw,then the
values taken by Tn(z, f), also lie in Dw for all n, and all z in D.

(ii) Conversely, suppose that the values taken by Tn(z, f) lie in a convex
domain Dw; then the values taken by f(z) lie in Dw for all z in D.
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In [1] Ziad S. Ali proved the following theorem:

Theorem 4. (i) Let f(z) =
∞∑
k=1

akz
k, (c1 = 1) be regular in the unit disc

|z| < 1.
(ii) Let Tn be a transformation of the Nörlund type. Let

Qnk =
k∑
r=0

qnr =
k∑
r=0

(2n−2r+1)
(2n−r+1)

(
2n
r

)
q0, and

ω(n) = −2
Qn

n

n∑
k=1

(−1)kQnn−k , then

1
ω(n)Tn(z, f) ∈ K if and only if f ∈ K.

4. The main theorems

In this section we prove the following theorems:

Theorem 5. (i) Let f(z) =
∞∑
r=1

arz
r, (a1 = 1) be regular in the unit disc

|z| < 1.
(ii) Let Tn be a transformation of the Nörlund type. Let

Qnk =
k∑
r=0

qnr =
k∑
r=0

(2n−2r+1)
(2n−r+1)

(
2n
r

)
q0, and

ω(n) = −2
Qn

n
min
|z|≤1

Re
n∑
r=1

Qnn−rz
r, then

1
ω(n)Tn(z, f) ∈ K, if and only if f ∈ K.

Proof. First we note that

Qnj =

j∑
r=0

qnr =

j∑
r=0

(2n− 2r + 1

(2n− r + 1)

(
2n

r

)
q0 =

(
2n

j

)
, hence

Qnn =

(
2n

n

)
and Qnn−r =

(
2n

n− r

)
.

Accordingly,

1

ω(n)
Tn(z, f) =

1

−2
Qn

n
min
|z|≤1

Re
n∑
r=1

Qnn−rz
r

1

Qnn

n∑
r=1

Qnn−rarz
r.
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Second, by the minimum principal of harmonic functions

u(ρ, θ) = min
|z|≤1

Re
n∑
r=1

Qnn−rρ
reirθ,

is harmonic since

52u =
∂2u

∂ρ2
+

1

ρ2
∂2u

∂θ2
+

1

ρ

∂u

∂ρ
= 0,

it follows that u(ρ, θ) attains its minimum on the boundary of D.
Third, it can be shown that

Re

(
n∑
r=1

(
2n

n− r

)
(eirθ − eirπ)

)
= 22n−1

(
cos(

θ

2
)

)2n

,

it follows that u(ρ, θ) has its minimum at θ = π.
Fourth, it follows by Ziad S. Ali in [1] that

1

w(n)
Tn(z, f) =

1(
2n
n

) n∑
n=r

(
2n

n+ r

)
arz

r = Vn(z, f),

which are the De La Vallee Poussin means of f , and the theorem follows by
Pólya and Schoenberg [7]. �

Theorem 6. (i)] Suppose that f(z) =
∞∑
k=0

akz
k is regular for |z| < 1,

and suppose that Tn are the Nörlund means.

(ii) Let Qnn = n+ 1, and let

ω(n) =


−2
Qn

n
min
|z|≤1

Re
n∑
k=1

Qnn−kz
k, n is odd ,

−2
Qn

n
min
|z|≤1

Re
n∑
k=1

Qnn−kz
k + 1, n is even,

then
1

ω(n)
Tn(z, f) ∈ K if and only if f ∈ K.

Proof. Clearly Qnn−k = n− k + 1. Considering two separate cases for n
even, and n odd an using the minimum principal for harmonic functions we
can easily see that

n+ 1 =


−2 min
|z|≤1

Re
n∑
k=1

(n− k + 1)zk, n is odd

−2 min
|z|≤1

Re
n∑
k=1

(n− k + 1)zk + 1, n is even.
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Accordingly for any n we have:

1

ω(n)
Tn(z, f) =

1

n+ 1

n∑
k=0

Sk(z, f) = σn(z, f),

which are the Cesaro means of f , and the result follows by T. Basgoze,
J.L. Frank, and F.R. Keogh [3]. �

Theorem 7. (i) Let f(z) =
∞∑
r=0

arz
r be regular in the unit disc D = {z :

|z| < 1}.
(ii) Let Tn(z, f) be a regular Nörlund transformation defined by a non-de-

creasing sequence {qnr }r=1 of positive real numbers such that
∑
i∈odd

qni =∑
i∈even

qni , where i is a non-negative integer and let

ω(n) =
−2

Qnn
min
|z|≤1

Re
n∑
r=1

Qnn−rz
r, then:

1

ω(n)
Tn(z, f) ∈ K if and only if f ∈ K.

Proof. It can be shown in general that

ω(n) =
−2

Qnn
min
|z|≤1

Re

n∑
r=1

Qnn−rz
r = 1, if and only if,

∑
i∈odd

qni =
∑
i∈even

qni .

Now the proof of the theorem follows by the minimum principal of harmonic
functions and by Ziad S. Ali [1] �

5. An application to function expansion
by Chebychev polynomials

Theorem 8. (i) Let Tn be the Chebychev polynomials of the first kind.
Let n be fixed and let |x| ≤ 1. The Fourier Chebychev Series expansion of
f(n, x) =

(
2n−1(x+ 1)n − 1

2

(
2n
n

))
is given by

∞∑
r=1

(
2n

n− r

)
Tr(x) =

(
2n−1(x+ 1)n − 1

2

(
2n

n

))
, x = cos θ.

(ii) Let Un be the Chebychev polynomials of the second kind with n fixed
and |x| ≤ 1. The Fourier Chebychev Series expansion of g(n, x) = n2n−1(x+
1)n−1 is given by

∞∑
r=1

(
2n

n− r

)
rUr−1(x) = n2n−1(x+ 1)n−1, x = cos θ
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Proof. By the third step in the proof of Theorem 5, the theorem follows.
We note further that by the same step of Theorem 5, we can generate
all Chebychev polynomials of the first kind and of second kind of degrees
1, 2, · · · , giving us a different way of obtaining them. We note that the
Fourier Chebychev Series given above in (i) and (ii) are truncated at r =
n+ 1. �

We now have the following rather interesting theorem:

Theorem 9. Let n be a positive fixed integer, let r ≤ n, and let |x| ≤ 1
then we have:

(i)

(
2n

n− r

)
=

2

π

∫ 1

−1

(
2n−1(x+ 1)n − 1

2

(
2n
n

))
√

1− x2
Tr(x)dx.

(ii) r

(
2n

n− r

)
=

2

π

∫ 1

−1

√
1− x2

(
n2n−1(x+ 1)n−1

)
Ur−1(x)dx

Proof. Follows by the definition of the coefficients in each expansion. �

6. An application to bionomial trigonometric formulas

Theorem 10. Let n be fixed, r ≤ n, and let α be real. We have:

(i) (cosn α)2 + (sinn α)2 =
1

22n−1

(
2

n∑
r∈even

(
2n

n− r

)
cos(2 rα)

+

(
2n

n

))
, r ≥ 2

(ii) (cosn α)2 − (sinn α)2 =
1

22n−1

(
2

n∑
r∈odd

(
2n

n− r

)
cos(2 rα)

)
, r ≥ 1

Proof. Follows by the third step in the proof of Theorem 5, and noting
the following:

Re

(
n∑
r=1

(−1)r
(

2n

n− r

)
eirθ

)
= 22n−1

(
sin(

θ

2
)

)2n

− 1

2

(
2n

n

)
.

�
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7. An application to the subordination principle

Theorem 11. (i) Let K denote the class of ”Schlicht” power series wich
map |z| < 1 onto some convex domain, and let f ∈ K.

(ii) Let Tn be a transformation of the Nörlund type. Let

Qnk =
k∑
r=0

qnr =
k∑
r=0

(2n−2r+1)
(2n−r+1)

(
2n
r

)
q0, and

ω(n) = −2
Qn

n
min
|z|≤1

Re
∑n

r=1Q
n
n−rz

r, then

1
ω(n)Tn(z, f) ≺ f.

Proof. Follows by Theorem 5 given above on page 20, and by Corollary 1
which is given above on page 19. �
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