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Oscillatory and asymptotic behaviour of the solutions of a
class of nonlinear first order neutral delay differential equa-
tions with positive and negative coefficients of the form
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and
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are studied under various ranges of p(t). Sufficient condi-
tions are obtained for the existence of positive bounded so-
lution of (Fy).
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1. Introduction

Consider the following nonlinear delay differential equation

(1) L1(t) + Pyt — 7] + LG o)

—fa(t)Ga(y(t — 02)) = 9(t)

where G; € C(R, R) with xG;(z) > 0, z # 0 for i = 1,2, G; is nondecreasing,
p.g € C([0,00), R), fi € C([0,00), [0,00)), i = 1,2 and 7 > 0, 01 > 0,
o9 > 0 are constants.



130 ARUN K. TRIPATHY AND K.V.V. SESHAGIRI RAO

Recently, there has been an increasing interest in the study of the oscil-
latory and asymptotic behaviour of solutions of the following special form
of Eq. (1)

(2) %[y(t) — Ryt —r)]+ Pyt — ) — Q)y(t — o2) = g(t)

for t > 0, where P,Q,R € C([tp,00), R"), g € C([to,=),R), r € (0,00),
7,0 € R" and 7 > 0. See for example ([1], [3], [5] - [12]) and the refer-
ences cited there in. In [2], [7] - [11], authors have discussed the oscillation
properties of Eq. (2) with o1 > 09 or 01 < 09 and R(t) > 0. The following
example

(3) i[y(t) e (L4 e y(t — )]+ ey (¢ — 2m)

dt
— 2023 (¢ — dm)) = g(8),

where g(t) = (2;sint + sin3t — cost)e™? — 76 sin®¢ suggests that the
above works can not be applied to (3) which has an oscillatory solution
y(t) = e~tsint. Hence it seems that Eq. (1) may admit oscillatory solutions.

The object of this work is to study the oscillatory behaviour of solutions
of Eq. (1) under various ranges of p(t). Its associated homogeneous equation

(4) %{y(t)‘f'p(t)y(t—T)]—Ffl(t)Gl(y(t—gl))_fQ(t)GQ(y(t_O.Q)) —0,t>0.

t > 0 is also considered, where every solution or every bounded solution
oscillates or tends to zero as ¢ — oo. Unlike the work in [7], [8] and [10],
an attempt is made here to establish sufficient conditions under which every
solution/every bounded solution of Eq. (1)/Eq. (4) oscillates/oscillates or
tends to zero as t — oco. Of course, the impact of forcing term is considered.
Keeping in view of the influence of forcing functions, this work is separated
for forced and unforced equations.

By a solution of Eq. (1)/Eq. (4) we understand a function y € C([—p, 00),
R) such that (y(t)+p(t)y(t—7)) is once continuously differentiable and (1) or
(4) is satisfied for ¢t > 0, where p = max{7, 01,092} and sup{|y(¢)| : t > to} >
0 for every tp > 0. A solution of Eq. (1)/Eq. (4) is said to be oscillatory if
it has arbitary large zeros; otherwise it is called nonoscillatory.

2. Oscillation properties of Eq. (1)

Sufficient conditions are obtained for oscillation of solutions of the Eq. (1).
We need the following conditions for our use in the sequel:

(Hy) ZO F)dt = oo, Zfo Fo(t)dt < oo;
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(H2)  There exists A > 0 such that G1(u) + G1(v) > AG1(u + v)
for u > 0, v > 0;

(H3) G1(u)G1(v) > Gy(uw) for v and v € R;
(Hy)  Gi(—u)=—-Gi(u), ue R, i=1,2

(Hs) There exists F' € C([0,00), R) such that F(t) changes sign with
—00 < litrgian(t) < 0 < limsup F(t) < oo and F'(t) = g(t);

t—o00

(Hp) There exists F' € C([0,00), R) such that F(t) changes sign with
liggian(t) = —o0, limsup F(t) = oo and F'(t) = g(¢);
o0 t—o0

(H7) FT(t) =max{F(t),0}, and F~(t) = max{—F(t),0};

(Hs) [ QMIGL(F*(t—o1) —a)|dt =
T

fQ G1(F~(t—01) — o)|dt =
where Q(t) = min {f1(¢), it —7)}, t > 7;
(H9) ffl |G1 F+(t—gl)_a)|dt

fﬁ )GL(F~(t — 01) — a)|dt =

Theorem 1. Let p(t) > 0. If (H1), (Ha), and (Hg) hold, then (1) is
oscillatory.

Proof. Suppose for contrary that y(¢) is a nonoscillatory solution of
Eq.(1). Then there exists tg > 0 such that y(t) > 0 or < 0 for ¢t > tg.
Assume that y(t) > 0 for t > ty. Setting

(5)  2(t)=y(t) +p(y(t— ) and K(t / Fo(5)Galy(s — 02))ds

Eq. (1) can be written as

L)+ K]+ A0G w(t - ) = a(0).
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Using (Hs3) and for w(t) = z(t) + K(t) — F(t), further Eq. (1) yields that

(6) w'(t) + f(t)Gi(y(t — 1)) = 0.

Consequently, w'(t) < 0 for ¢ > t; > to + p. Hence we have w(t) < 0 or
> 0 for t > ¢;. If w(t) < 0 for ¢t > t; then z(t) + K(t) < F(t), implies
that F'(t) > o, for t > t1, a contradiction. Hence w(t) > 0 for ¢ > ¢y, that
is, z(t) + K(t) > F(t). On the other hand, tlggo w(t) exits and K'(t) < 0

implies that tlim z(t) = tl_i>m (w(t) — K(t)) exists and hence
— 00 oo

limsup F'(t) < limsup(z(t) + K(t)) < limsup z(¢) + lim sup K (t) < oo,

t—o00 t—o0 t—o00 t—o00

a contradiction.
Let y(t) < 0 for t > tg. Setting z(t) = —y(t), Eq. (1) becomes

(7) %[ﬁﬁ(t) +pt)x(t — 7)1+ [1()G1(z(t —01)) — f2(t) Ga(x(t — 02)) = g(t).

where §(t) = —g(t). If we set F(t) = —F(t), then limsup F(t) = —oco and

t—o00

litm inf F(t) = 400 and hence F'(t) = §(t). Following to the above procedure
— 00

we have contradictions in this case also. Thus the proof of the theorem is
complete. |

Theorem 2. Let 0 < p(t) < p < +oo. If (H1)-(Hs), (H7) and (Hg)
hold, then (1) is oscillatory.

Proof. Let y(t) be a nonoscillatory solution of Eq.(1) such that y(¢) > 0
for t > tg. Setting as in (5) we get (6). Hence w'(t) < 0 implies that
w(t) is non-increasing for ¢t > t; > ty + p. If w(t) < 0 for ¢ > ¢;, then
0 < z(t) + K(t) < F(t), which is a contradiction. Hence w(t) > 0 for ¢t > ¢;
and tlg]& w(t) exists. Using (6) we obtain

w'(t) + Gi(p)w'(t — 7) + A1) G1(y(t — 01))
+ Gi(p)fi(t —7) Gi(y(t —o1 — 7)) = 0.
Consequently,
w'(t) + Gi(p)w'(t — 7) + AQ()G1(2(t — 01)) <0,

due to (Hz) and (Hs), where z(t) = y(t) + p(t)y(t — 7) < y(t) + py(t —
T) tlim K(t) exists. Hence there exists a € (0,1) such that K(t) < « for
— 00

t > t*. Ultimately, w(t) > 0 becomes z(t) + o > F(t) and hence z(t) + a >
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max{0, F(t)}, that is, 2(t) > F*(t) — «, for t > to > max{¢t,t*}. Thus in
view of the last inequality, we obtain

(8) AQ()GL(FT(t —01) — a) < —{w'(t) + G1(p)w'(t — 7)}

for t > ty. Integrating (8) from ¢2 to oo we obtain,
)\/Q(t)|G1(F+(t —01) —a)|dt < oo.
t2

a contradiction to (Hs).

If y(t) < 0 for t > tg, then we set x(t) = —y(t) to obtain x(t) > 0
for ¢ > ty and hence using Eq. (7), we obtain similar contradiction. This
completes the proof of the theorem. |

Theorem 3. —1 < —p < p(t) < 0. Assume that (H1), (H4), (Hs), (H7),
(Hy) and the following conditions

(Fho) [ A0)G (AF~(t 47— o1)) di = oo,

(Hy) [ LG (%Fﬂt b 01)> dt = oo

hold. Then Eq. (1) is oscillatory.

Proof. Let y(t) be a nonoscillatory solution of (1) such that y(t) > 0 for
t > to. Setting as in (5) we get (6). Hence w'(t) < 0. Consequently, w(t) is
non-increasing for ¢t > t; > tg+ p. Since K(t) < o, 0 < a < 1, then w(t) > 0
implies that z(t) + K(t) > F(t), that is, y(t) + K(t) > 2(t) + K(t) > F(t)
and hence y(t) > FT(t) — « for t > ¢;. Integrating Eq. (6) from ¢5 to oo,
we get.

/fl(t)|G1(F+(t—01)—a)\dt<oo, for to > 1t
to

because tlim w(t) exists. Following to Theorem 2 and using (H7) we have a
—00

contradiction to (Hg). Ultimately, w(t) < 0 for t > ¢;. Then z(t) + K(t) <
F(t) for t > t1. If z(t) > 0, then F(t) > 0 for ¢ > t;, a contradiction.
Thus z(¢) < 0 ¢t > t;, which implies that y(t) < y(t — 1) for t > ta > 1y,
that is, y(t) is bounded for ¢ > t5. Consequently, tliglo w(t) exists. Since

z(t) + K(t) <0, then

(9) —py(t—71)<z(t)+ K(t) < F(t) and —py(t—7)<min{0, F(t)}



134 ARUN K. TRIPATHY AND K.V.V. SESHAGIRI RAO

for t > to, implies that y(t — o1) > (1/p)F~(t + 7 — 01) for t > t3 > to.
Integrating Eq. (6) from ¢3 to oo, we obtain a contradiction to (Hyp). W

The case y(t) < 0 for t > to can similarly be dealt with. Hence the
theorem is proved

Theorem 4. Let —oco < —p < p(t) < —1. If all the conditions of
Theorem 3 hold, then every bounded solution of (1) oscillates.

Proof. The proof of the Theorem can be followed from Theorem 3 and
hence the details are omitted. Thus the proof of the theorem is complete. B

Remark 1. In the proof of Theorems 3 and 4, we consider the equation
(7) for the case y(t) < 0, for t > to. Indeed, F'*(t) = F~(¢t) and F~(t) =
F*(t) hold.

Theorem 5. Let —co < —p < p(t) < —1 and 7 > o1. Suppose that
(H1), (Ha), (Hs), (H7), and (Hg) and the following condtions

(Hi2) Gula) > Gil@) 00 > 0050, B> 1,

(x1)P (z2)P ?
00 G1 lFi(t+‘l'70'1)

(H13> O{‘fl(t) [grp(t_H—_o-l)}ﬁ >d = 00,
00 Gy %F+(t+7—a1))

(H14) f fl (t) [F+(t+7'70'1)]5 dt = o0,

hold. Then every solution of (1) oscillates.

Proof. Proceeding as in the proof of the Theorem 3, we concluded that
w(t) < 0 and 2(t) < 0, for t > t;. Consequently, z(t) > p(t)y(t — 7)
and z(t) + K(t) > K(t) + p(t)y(t — 7) > p(t)y(t — 7) implies that w(t) >
p(t)y(t —7)— F(t) for t >ty > t, that is, w(t) — p(t)y(t — 7) > —F(t). Due
to (Hs), w(t) — p(t)y(t — 7) > 0 and hence w(t) — p(t)y(t — 1) > F~ (1),
w(t) >p)y(t—7) = F(t) = —py(t—7)+ F~(t) > —py(t —7), t=ty >t

Since w(t) is decreasing and 7 > o1, then for t > t3 > to,

—w(t) < —w(t+71—01) < py(t —o1).

100 — L [ —wen=8] = (5 1) LG1y(E —01))
(10) — |(w(®) =D s

> (B=1)p P f1(t)y P (t — 01)Gr(y(t — o).
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Using (Hi2), (9) and then integrating (10) from t3 to co we get

[ Gl

dt <
[Frt+7—o01)]f >

ts+o1

a contradiction. Rest of the proof follows from Theorem 3. Thus the theorem
is proved. |

Remark 2. It seems that the solution in Theorem 4 is bounded which
makes Eq. (1) oscillatory. However, Theorem 5 holds for any solution. The
conditions (Hig), (H11), (Hi3), and (Hj4) are not comparable and hence
Theorem 4 and Theorem 5 are different. We note that Theorem 5 is re-
stricted to super linear G but in Theorem 4, G; could be linear, sub linear
or super linear.

Theorem 6. Let —0co < —p; < p(t) < py < o0, p1 > 0. Let the

conditions (Hy) - (Hs), (H7), (Hg), and
(H15) ffl ’Gl F+(t+7'—0'1)—0z) ’dt

ffl NWGL(F~(t+7—01) —a)|dt =

hold. Then every solutions of (1) oscillates.

The proof of the Theorem can be followed from Theorem 2 and Theorem 3
and hence the details are omitted.

Example 1. Consider

(11) D10+ (1 eyt — /2] + (VD) — /4)
- (ﬁe_t)y(t — Tr/4) = 2sint.

Here Q(t) = V/2; g(t) = 2sint. If we set F(t) = —2cost, then F'(t) = g(t),
Ft(t) = —2cost, 2nm +7/2 <t < 2nmw + 37/2, FT(t) = 0, otherwise. Also,
F~(t) =2cost, 2nm + 37/2 < t < 2nw + 57 /2, F~(t) = 0, otherwise.

Ft(t—m/4) = —2cos(t —w/4), 2nw +m/4+7/2 <t < 2nm + /4 + 37/2,

= 0, otherwise.

F~(t—m/4) = 2cos(t —7/4), 2nm+7w/4+3n/2 <t <2nw+7w/4+ 51/2,

= 0, otherwise.

Choose a = It is easy to verify that (Hg) hold.

1
10v/2°
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Hence the conditions of Theorem 2 are satisfied. Indeed y(¢) = sint is an
oscillatory solution of Eq. (11).

3. Oscillation properties of Eq. (4)

This section deals with the oscillatory and asymptotic behaviour of so-
lutions of Eq. (4). Here G;, i = 1,2 could be linear, sub linear or super
linear.

Theorem 7. Let 0 < p(t) < p < 4o00. Assume that (Hy)-(Ha) hold. If

(i) [ Q(t)dt = +oo,

where Q(t) is same as in (Hg), then every solution of Eq. (4) either oscillates
or tends to zero as t — oo.

Proof. Let y(t) be a nonoscillatory solution of Eq. (4) such that y(¢t) > 0
for t > tg. The case y(t) < 0 for ¢t > ¢ is similar. Setting as in (5) equation
(4) can be written as

(12) T'(t) + [1()G1(y(t — 01)) =0,
where T'(t) = z(t) + K(t). Using (12), we get
T'(t)+G1(p)T'(t=7)+ /1(H)G1(y(t—01))+G1(p) f (=) G1 (y(t—01—T)) = 0,
that is,
T'(t) + G1(p)T'(t — 7) + AQ(t)G1(2(t — 01)) <0
due to (H»), (H3z) and z(t) < y(t) + py(t — 7). From (12), it follows that

T'(t) < 0 fort > t; > tg + p. Since T(t) > 0, then 1tlim T(t) exists.
— 00
Consequntly, lim K (t) exists implies that lim z(¢) exists. If lim z(t) = 0,
t—r00 t—00 t—»00
then ultimately lim y(¢) = 0. Assume that lim z(¢f) = o > 0. Hence there
t—o0 t—o0

exists # > 0 and t* > 0 such that z(t) > @ for ¢ > t*. Thus the last
inequality becomes

(13) T'(t) + Gi(p)T'(t = 7) + AQ(H)G1(B) < 0

for t > to > max{t1,t*}. Integrating (13) from ¢2 to oo, we get a contradic-
tion to (Hi). This completes the proof of the theorem. [

Theorem 8. Let —1 < —p < p(t) < 0. If (Hy) and (Hy) hold, then
every solution of (4) either ocillates or tends to zero as t — oc.
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Proof. Proceeding as in the proof of Theorem 7, we get (12) and hence
T'(t) <0 for t >t > to+ p, T(t) is decreasing. If T'(t) > 0, then tlim T(t)
—00
exists. Consequently, tlim z(t) exists. Let z(t) > 0 for t > to > t;. We claim
— 00

that y(t) is bounded. If not, there exists a sequence of points {t,} such that
t, — oo and y(t,) — oo as n — oo and

y(t,) = max{y(t) : ta <t <t,}

Hence
Z(tn) > y(tn) - py(tn - T) > (1 - p) y(tn)

implies that z(t,) — oo as n — 00, a contradiction. So our claim holds. If
z(t) < 0 for t > to > t1, then y(t) < y(t — 7) implies that y(¢) is bounded.
Let lim z(t) = 0. Then

—00

0= lim 2(t) = limsup[y(t) + p(t)y(t — 7)]

t—o0 t—00

> limsup|y(t) — py(t — 7)]

t—o00

> limsup[y(¢)] — 1ig}£f[py(t —7)]

t—o00

= (1 —p)limsup y(t)
t—o00

implies that limsupy(t) = 0. Hence tlggo y(t) = 0. Assume that lim z(t) =

t—o0 —+00
B, 0 < |B] <oo. If B> 0, there exists v > 0 and t* > 0 such that z(t) > v
for t > t*. Consequenty, y(t) > z(t) > ~ for t > t3 > max{ta,t*} implies
that

/fl(t)dt < 400
t3

due to the equation (12), a contradiction. Let —oco < 8 < 0. Then there
exists v < 0 such that z(¢t) < v for t > t*. Since z(t) < 0, then z(t) >
p(t)y(t — 7), that is,

y(t —o1) = (=1/p)2(t + 7 = 01) = (=7/p),

for t > t3 > max{te,t*}. Integrating (13) from ¢3 to oo, we get a contradic-
tion to (Hy).

Next, we suppose that T'(t) < 0, for ¢t > to > t;. Ultimately, z(t) < 0
for t > t9, that is, y(t) < y(t — 7) implis y(¢) is bounded and hence z(%) is
bounded. Proceeding as above we get a contradiction to (Hj).

Thus the proof of the theorem is complete. |



138 ARUN K. TRIPATHY AND K.V.V. SESHAGIRI RAO

Theorem 9. Let —oco < —p < p(t) < —p1 < —1. If (H1), and (Hy)
hold, then evry bounded solution of (4) either oscillates or tends to zero as
t — oo.

Proof. Let y(t) be a bounded nonoscillatory solution of (4) such that
y(t) > 0 for t > ty. Proceeding as in Theorem 8, if z(t) > 0 for t > to > 1,
then y(t) + p(t)y(t — 7) > 0 implies that y(t) > —p(t)y(t — 7), that is
y(t) > y(t — 7) for t > to. It follows that

y(t +nt) > y(t2), n=0,1,2,3,---,
that is, litminfy(t) > 0. So there exists a constant M > 0, such that
—00

litm infy(t) > M. Consequently, integration of (12) from ty to oo gives a
—00

contradiction to (Hy). The case z(t) < 0 for t > o follows from the proof of
the Theorem 8. When tlim z(t) = 0, we note that
—00

0= lim 2(t) = liminf(y(t) + p(t)y(t — 7))
pry(t —7))

)

< liminf(y(t) —

t) + hm 1nf( pry(t — 7))
) -

t—o00

t—o00

(
(
< limsup y(
(

hm supy(t —7)

—00

= (1 —p1) limsup y(t )
t—oo

= limsup y(t

that is, limsup y(¢) = 0.
t—00

Hence T'(t) < 0 for ¢t > t1. Using the fact that y(¢) is bounded, it follows
that z(¢) < 0 and tlim z(t) exists. Using the same reasoning as in Theorem
—00

8, we have the necessary contradiction. The case y(t) < 0 may similarly be
dealt with. Hence the theorem is proved. |

Theorem 10. Let —oo < —p < p(t) < —1. Suppose that (Hy), (Ha),
(H12) and the following condition

(Hi7)  Suppose that for every sequence {n;} € (0,00),1; = 00 as j — 00
and for every k > 0 such that the intervals (n; — k, n; + k),

7 =1,2,--- are nonoverlapping, such that
o Ttk
Z / fi(t)dt = o0
=1,

hold. If T > o1, then (4) is oscillatory.
Let y(t) be a nonoscillatory solution of (4) such that y(t) > 0 fort > tg.
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Proof. First half of the proof, that is 7(¢t) < 0, T'(t) > 0, and z(¢) > 0
for t > t5 is same as in Theorem 9. Consider the next half, that is 7"(¢) < 0,
T(t) <0, and z(t) < 0 for t > t5. Following to (10), we get

fi)G1(y(r — 1))
[—2(t)]°
> (8= Dp P i)y (t — 01)G1(y(t — 01))

We consider two cases, viz: y(t) is bounded and y(¢) is unbounded. If the
former holds, then lim w(t) and lim z(¢) exist. Let lim z(t) = 3, —o0 <
t—»00 t—ro0 t—»00

d

(1) —= (=)0 P] = B -1)

B < 0 and hence integrating (14) from t3 to oo, we get a contradiction to
(Hyp) for t > t3 > to. Assume that the later holds. Hence there exists a
sequence {t,} in [tg,00) such that t, — oo and y(t,) — o0 as n — oo.
So for every M > 0 there exists N > 0 such that y(t,) > M for n > N.
Hence, there exists 0, > 0 and (¢, — dn,ty + ) such that y(t) > M for
t € (tn, — Onytn + 0p), n > N and litrgglfén =4 >0. Let 6, > 3§ > 0 for

n > N*. Then for N; > max{N, N*}, we have

o0

/ At - 01) "G (y(t — o))t

tN, —6N, 01

oo titditol
=y Si@®)(y(t —01))"*Gi(y(t — o1))dt
=Ny 540
oo titditol
> G}\;‘y) > fi(t)dt
=Ny, 5,40
oo titoitd
a0 7%
=Ny 1615

due to (Hy2). Integrating (15) from txn, — dn, + 01 to 0o, we get a contra-
diction to (Hiy).
This completes the proof of the theorem. |

Remark 3. Theorem 9 and 10 are different in their own rights, especially
due to Gi.
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4. Existence of positive solution

Theorem 11. Let G;; ¢ = 1,2 be Lipschitzian on the intervals of the
form [a,b], 0 < a < b < oo. Suppose that g(t) satisfies (Hs). If

/fl(t)dt <00, = 1,2,
0

then Equation (1) admits a positive bounded solution.

Proof. Let —oo < by < p(t) < by < —1. It is possible to find a positive
number 7' such that

—by

MQ/fQ dt< (D—bg)

Ml/fl dt< (D—b)

where M = max{Ly, G1(K)}, My = max{Ly, G2(K)}, D > max{—bi, ba+

i Jrb2} K= 72[5 gg)((bD;ll)) > 0, and L1, Lo are Lipschitz constants on [%, K } .
< F(t) < 5

Let F(t) be such that D53 b) D)
Let X = BC([tp, o), R) be the Banach space of all bounded real valued
continuous functions z(t), t > T" with supremum norm defined by

||| = sup{|z(t) : t > T'}.
Set

— by
D — by

S={rec X: <z(t)< K, t>T}.

For y € S, define
Ty(t) = Ty(T+p), T<t<T+p

y(t +7) D(2 — by) 17
Tt Pt DD —b) p+) / fi{8)Crly(s = o2))ds

s=t+71
1 F(t+T)

— G — ds+ ——=, t>T+p.

iy | PG —oads+ ST =T
s=t+T1

For every y € S and t > T + p,
~K  D(2-by) 1 1
Ty(t) < - + +
Y S S T D=ty T 2D =) T 2D =t

(
_ KD -b)+2D-ba(D+1) _
- ba(D — by) -
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and
D(2 — by) 1 1
Ty(t) > — - .
Y 2 = D) T AD =) 20D =)
s b
~ (D =)
that is, Ty € S. Immediately, it follows that
1 by
Ty(t) — Tz(t)] < —— |y — 2| — —2—|ly —
Tyle) = Tolt)] < Lt (1=l = sl =l
— 2y
2D — b)Y
1 by
< —(1— —x||.
< -5l el
Hence

1 1
Ty —Tz| < - — —zl.
Iy~ Tal < (52 = 5 ) Il
Consequently, T" is a contraction and has a unique fixed point y(t) in the
—by
D—by’
For the other ranges of p(t), the following informations can be noted:

interval [ K ] In fact, y(t) is a positive bounded solution of (1).

(1) When 0 < p(t) < by < 1, it is possible to choose a positive number

T > 0 such that M; f fi(t)dt < 115’1, Mo f fa(t)dt < 2317 and
t=T
choose F(t) such that — ( 501
b < g(t) <1,t>T}.
We define

)gF()_(l bl) and S ={zr e X :

Ty(t) = Ty(T+p), T<t<T+p
1-+4b;

+ / f1(s)G1(y(s — 01))ds

s=t

= —p)y(t—7)+

- [ ©Gay(s - s + Fle), =T 40
s=t
(79) When —1 < b1 < p(t) <0, we choose a positive number T so large

that M, f f1(t)dt < IJﬁbl, M, f fo(t)dt < 1%’1, and choose F(t)
t=

such that — <%) <F(t) < (1+b1) and S = {x € X : 1 < (1)
<1,t>T).
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We define the mapping T by
Ty(t) = Ty(T+p), T<t<T+p

= (- -y / F1(8)Gr(y(s — o1))ds
s=t
— [ 26)Galuls —o2ds + F(0), =T +p.

T is a contraction with a contraction constant 3*2107 by

(7i1) When —1 < by < p(t) < by < 1, be such that b; <0, be > 0 and
by < 14 5by, it is possible to choose a positive number T large

enough such that M f A)dt < B 4+1502, M,y f fa(t)dt < 1
t=T

and choose F'(t) such that — (1 b2) <F(t) < <b71 + 1132) and
S={z e X: 5 <at)<1, t>T}
We define

20’

Ty(t) = Ty(T+p), T<t<T+p
1+ 4bsy

— (- T) + + / £1(8)G1 (y(s — o1))ds

s=t

- [ RGa(s - oaDds + PO, 12T+

s=t

T is a contraction with contraction constant %.

(tv) Let p(t) = —1. Let 0 < by < 1 be such that 61 #1/2. Let T be

sufficiently large such that M; f fi(t)dt < 1 le , My f fo(t)dt <
t=T
_4(2)171, and choose F'(t) suchthat — (1721’1) < F(t) < (%), and
S={zreX Ll <a®)<b,t>T}
We define

Ty(t) = Ty(T+p), T<t<T+p

1-b
= —yt—7)+ —

+/f1(S)G1(y(s—01))ds

- [ RGay(s - oaNds + PO, 12T+

s=t



OSCILLATION PROPERTIES OF A CLASS ... 143

Therefore T is a contraction with a contraction constant %.
(v) When p(t) =1 for all . Let —1 < by < 0 be such that b; # —1/2.

We replace —b; in the place of by, in the earlier settings in (iv).
(vi) When 1 < by < p(t) <by < %b% Let T > 0 be sufficiently large such
0.0 o
that Mlt—fT fi(t)dt < bflib_ll +%, Mgth fa(t)dt < 17116—;21, and choose
F(t) such that — (1%15;2) <F(@) < <b171 + ll’61b222> ,and S = {z €

8b7
b1—1
X —Séle <z(t)<1,t>T}.

We define T': S — S by

Ty(t) = Ty(T+p), T<t<T+p

Cylt+1) (202 + by — 1)

1 o0
T Tt @it pEtT) / fils)Grly(s — on))ds

s=t+T1

1 i F(t+T)
_p(t—l-T)s_ZT Ja(5)Gay(s = o2))ds + -, 12T+ p.

Therefore T is a contraction with a contraction constant é + 8% + glla;bi' |
1

Several authors hve investigated the oscillation properties of (2) with and
without g(¢). But study of (2)/(4) is very rare in the literature. Hence this
work may initiate for further study in this area.

5. Summary

In this work, we could succeed to provide oscillation results for the equa-
tion (1). However, the results are not satisfactory for Eq. (4). Due to the
methods adopted here, Theorems 9 and 10 are different to that of Theorems
7 and 8. It seems that more conditions are required to show that Eq. (4) is
oscillatory.

References

[1] AcGarRwAL R.P., SAKER S., Oscillation of solutions to neutral delay differen-
tial equations with positive and negative coefficients, Int. J. Diff. Equ. Appl.,
2(2001), 449-450.

[2] CHUANXI Q., LADAS G., Oscillation in differential equations with positive
and negative coefficients, Canad. Math. Bulletin., 33(1990), 442-450.

[3] FARRELL K., GROVE E.A., LaDAS G., Neutral delay differential equations
with positive and negative coefficients, Appl. Anal., 27(1988), 181-197.



144 ARUN K. TRIPATHY AND K.V.V. SESHAGIRI RAO

[4] Gyori 1., LapAs G., Oscillation Theory of Delay Differential Equations with
Applications, Oxford University Press, 1991.

[6] Lt W., QuaN H.S., Oscillation of higher order neutral differential equa-
tions with positive and negative coefficients, Ann. Differential Eqns., 11(1995),
70-76.

[6] Lt W., YAN J., Oscillation of first order neutral differential equations with
positive and negative coefficients, Collect. Math., 50(1999), 199-209.

[7] OcaLAN O., Oscillation of forced neutral differential equations with positive
and negative coefficients, Compu. Math. Appl., 54(2007), 1411-1421.

[8] OcaLAN O., Oscillation of neutral differential equation with positive and
negative coefficients, J. Math. Anal. Appl., 331(2007), 644-654.

[9] ParHI N., CHAND S., On forced first order neutral differential equations with
positive and negative coefficients, Math. Slovaca, 50(2000), 81-94.

[10] SHEN J.H., DEBNATH L., Oscillations of solutions of neutral differential equa-
tions of solutions of neutral differential equaions with positive and negative
coefficients, Appl. Math. Lett., 14(2001), 775-781.

[11] Yu J.S., WANG Z., Neutral differential equations with positive and negative
coefficients, Acta Math. Sinica, 34(1991), 517-523.

[12] ZuaNG X., YAN J., Oscillation criteria for first order neutral differential
equations with positive and negative coefficients, J. Math. Anal. Appl., (in
print).

ARUN KUMAR TRIPATHY
DEPARTMENT OF MATHEMATICS
SAMBALPUR UNIVERSITY
SAMBALPUR-768019, INDIA

e-mail: arun_tripathy70@Qrediffmail.com

K.V.V. SESHAGIRI RAO
DEPARTMENT OF MATHEMATICS
KAKATIYA INSTITUTE OF TECHNOLOGY AND SCIENCE
WARANGAL-506015, INDIA

e-mail: kadambari_vvsrao@yahoo.com

Received on 19.07.2010 and, in revised form, on 04.07.2011.



