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#### Abstract

In this paper we discuss the existence and uniqueness of fixed points for mappings satisfying several (nonlinear-combinations) contractive inequalities of rational type controlled by altering distance functions. Our results extend several fixed point results in the literature.
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## 1. Introduction and preliminaries

Extensions and generalizations of the Banach contraction principle is a hot research topic in the metric fixed point theory, mainly due to its applicability in diverse areas of knowledge. The seventies of the past century was particular fruitfully in this line of investigation, in particular, Das-Gupta [9] and Jaggi [12] (see also [13]) extended this principle by analyzing the existence of fixed points, on a complete metric space $(M, \rho)$, for mappings satisfying an inequality contraction of the form:

$$
\rho(T x, T y) \leq \Theta(x, y), \quad \text { for all } x, y \in M
$$

where, $\Theta(x, y)$ is a linear combination of elements on the set

$$
\begin{aligned}
\{\rho(x, y), & \frac{\rho(x, T x) \rho(y, T y)}{\rho(x, y)}, \frac{\rho(x, T x) \rho(y, T y)}{\rho(T x, T y)} \\
& \left.\frac{\rho(y, T y)[1+\rho(x, T x)]}{1+\rho(x, y)}, \frac{\rho(x, T x)[1+\rho(y, T y)]}{1+\rho(T x, T y)}\right\}
\end{aligned}
$$

In recent times, several authors have been generalized the results of Das-Gupta and Jaggi by considering, for instance, partially ordered metric
spaces, weak contractions of rational type, orbitally metric spaces, triangular $\alpha$-admissible mappings, $(\phi, \psi)$-rational type contractions and common fixed points for pair of rational mappings among others mathematical concepts. See, e.g., $[5,7,11,10,15,16,19]$ and references therein.

The aim of this paper is to prove a fixed point result for mappings satisfying a general contractive inequality of Das-Gupta-Jaggi's type controlled by altering distance functions and some auxiliary functions (see Definition 4 below). This theorem improves and generalizes several fixed points results in the literature.

### 1.1. Fixed points in $b$-metric spaces: a motivation

In $1905, \mathrm{M}$. Frechet introduced the notion of usual metric space, and due to its importance and applications this concept has been generalized in many different ways, such generalizations include: symmetric spaces, 2-metric spaces, semimetric spaces, G-metric spaces, partial metric spaces, dislocated metric spaces, rectangular metric spaces, b-metric spaces among others. However, as is pointed out in [3], not all these generalizations always produce results which are really new.

Definition 1. Let $M$ be a nonempty set and $s \geq 1$ be a given real number. A function

$$
\rho: M \times M \rightarrow \mathbb{R}_{+}=[0,+\infty)
$$

is called a b-metric provided that for all $x, y, z \in M$,
(a) $\rho(x, y)=0$ iff $x=y$.
(b) $\rho(x, y)=\rho(y, x)$.
(c) $\rho(x, z) \leq s[\rho(x, y)+\rho(y, z)]$.

The pair $(M, \rho)$ is called a b-metric space (also known as a quasimetric space). The number $s \geq 1$ is called a coefficient of $(M, \rho)$.

The class of $b$-metric spaces is larger than that the usual metric spaces, since a $b$-metric space is a usual metric space when $s=1$.

Definition 2. Let $(M, \rho)$ be a b-metric space and let $U$ be a subset of $M$. We say that $U$ is an open subset of $M$ if for each $x \in U$ there exists $r>0$ such that $B(x, r) \subset U$, where

$$
B(x, r)=\{y \in M \mid \rho(x, y)<r\}
$$

The family of all open subsets of $M$ also is a topology on $M$, see [14, Proposition 1]. Even more, any $b$-metric space ( $M, \rho$ ) may be canonically viewed as a uniform space whose uniformity has a countable fundamental system of entourages, say, $\left\{(x, y) \in M \times M: \rho(x, y)<n^{-1}\right\}, n \in \mathbb{N}$.

Notice that as a consequence of the Alexandroff-Urysohn Theorem, the topology induced by a given $b$-metric on a $b$-metric space is metrizable. Quantitative aspects of this metrization are given in the following result due to Macías and Segovia [17].

Theorem 1 (Macías-Segovia). Let $(M, \rho)$ be a b-metric space. Then there exists another b-metric $\rho_{*}$ on $M$ that is equivalent to $\rho$ (in the sense that each is dominated by a fixed multiple of the other) and satisfies the following additional property. If

$$
\alpha=\frac{1}{\log _{2}(s(2 s+1))} \in(0,1)
$$

then, the function $\left(\rho_{*}\right)^{\alpha}: M \times M \longrightarrow[0,+\infty)$ is a metric on $M$ that induces the same topology on $M$ as the original b-metric. In particular, this topology is metrizable.

This theorem plays a prominent role in harmonic analysis, in particular in the setting of spaces of homogeneous type, since the natural framework for analysis in this context is that of $b$-metric spaces.

In functional analysis there are many function spaces of basic importance in partial differential equations that are not Banach but merely quasi-Banach. We recall that a $b$-norm (quasi-norm) $\|\cdot\|$ is a nonnegative function defined on a vector space $M$ that satisfies for each $x, y \in M$ and each $\lambda \in \mathbb{R}$

$$
\|x\|=0 \Leftrightarrow x=0, \quad\|\lambda x\|=|\lambda|\|x\|, \quad\|x+y\| \leq s(\|x\|+\|y\|), \quad s \geq 1
$$

The pair $(M,\|\cdot\|)$ is called a quasi-normed space.
Examples of $b$-normed spaces are significant portions of the following familiar scales of spaces: Lebesgue spaces, weak Lebesgue spaces, Lorentz spaces, Hardy spaces, weak Hardy spaces, Lorentz-based Hardy spaces, Besov spaces, Triebel Lizorkin spaces, and weighted versions of these spaces (among many others).

In the context of b-normed spaces, the analogous to the Macías-Segovia Theorem is the Aoki-Rolewicz theorem ( $[4,22]$ ) which reads as follows.

Theorem 2 (Aoki-Rolewicz). Let $(M,\|\cdot\|)$ be a b-normed space, then there exists a b-norm $\|\cdot\|_{*}$ on $M$ equivalent to $\|\cdot\|$ which is a p-norm for some $p \in(0,1]$, i.e., it satisfies

$$
\|x+y\|_{*}^{p} \leq\|x\|_{*}^{p}+\|y\|_{*}^{p}, \text { for all } x, y \in M
$$

In particular, the topology induced by $\|\cdot\|$ on $M$ is metrizable since it coincides with the topology induced by the distance $d(x, y)=\|x-y\|_{*}^{p}$ for all $x, y \in M$ on $M$.

For more information on the subject we recommend [18] and references therein.

In the metric fixed point theory, the fact that any $b$-metric space is metrizable gives as a consequence that much of the results given in metric spaces are directly valid in $b$-metric spaces. Thus, in applications, when we are dealing with particular spaces whose metric is difficult to compute, sometimes it is more convenient to verify any contractive inequality by using a $b$-metric instead of the metric on the space as is shown in next example.

Example 1. Let

$$
\begin{aligned}
L^{p(\cdot)}(\Omega):=\{f: f: \Omega \longrightarrow \mathbb{R} \text { Lebesgue measurable satisfying } \\
\int_{\Omega}\left|\frac{f(t)}{\lambda}\right|^{p(t)} d t<\infty, \text { for some } \lambda>0, \\
\quad \text { with } p: \Omega \longrightarrow[1,+\infty] \text { measurable }\}
\end{aligned}
$$

be the so-called variable exponent Lebesgue space. It becomes a Banach space, for $1<p_{-}:=\operatorname{ess}_{\inf }^{\Omega} p(t) \leq p(t) \leq p_{+}:=\operatorname{ess} \sup _{\Omega} f(t)<+\infty$, when it is equipped with the Kolmogorov-Minkowski norm (see, [8, Theorem 2.71])

$$
\|f\|=\inf \left\{\lambda>0: \int_{\Omega}\left|\frac{f(t)}{\lambda}\right|^{p(t)} d t \leq 1\right\}
$$

and it is a $b$-normed space with constant $s=2^{p_{+}}$, with the $b$-norm

$$
\rho(f)=\int_{\Omega}|f(t)|^{p(t)} d t
$$

(See, e.g., [8, Proposition 2.7 and Remark 2.8]). Let us consider the mapping $T: L^{p(\cdot)}(\Omega) \longrightarrow L^{p(\cdot)}(\Omega)$ given by

$$
T f(t)=\frac{f(t)}{2^{1 / p(t)}}
$$

For any $f, g \in L^{p(\cdot)}(\Omega)$ we have

$$
\begin{aligned}
\rho(T f-T g) & =\int_{\Omega}\left|\frac{f(t)-g(t)}{2^{1 / p(t)}}\right|^{p(t)} d t \\
& =\frac{1}{2} \int_{\Omega}|f(t)-g(t)|^{p(t)} d t=\frac{1}{2} \rho(f-g)
\end{aligned}
$$

That it, $T$ is a Banach contraction mapping in the b-metric space $\left(L^{p(\cdot)}(\Omega), \rho\right)$. On the other hand,

$$
\begin{aligned}
\|T f-T g\| & =\inf \left\{\lambda>0: \int_{\Omega}\left|\frac{f(t)-g(t)}{\lambda 2^{1 / p(t)}}\right|^{p(t)} d t \leq 1\right\} \\
& =\inf \left\{\lambda>0: \frac{1}{2} \int_{\Omega}\left|\frac{f(t)-g(t)}{\lambda}\right|^{p(t)} d t \leq 1\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{1}{2}\|f-g\| & =\inf \left\{\frac{1}{2} \lambda>0: \int_{\Omega}\left|\frac{f(t)-g(t)}{\lambda}\right|^{p(t)} d t \leq 1\right\} \\
& =\inf \left\{\mu>0: \int_{\Omega}\left|\frac{f(t)-g(t)}{2 \mu}\right|^{p(t)} d t \leq 1\right\}
\end{aligned}
$$

To prove the equality $\|T f-T g\|=\frac{1}{2}\|f-g\|$, let

$$
\begin{aligned}
& A=\left\{\lambda>0: \frac{1}{2} \int_{\Omega}\left|\frac{f(t)-g(t)}{\lambda}\right|^{p(t)} d t \leq 1\right\} \\
& B=\left\{\mu>0: \int_{\Omega}\left|\frac{f(t)-g(t)}{2 \mu}\right|^{p(t)} d t \leq 1\right\}
\end{aligned}
$$

Notice that from the fact $p_{-}>1$, the following inequalities hold:

$$
\begin{align*}
\int_{\Omega}\left|\frac{f(t)-g(t)}{2 \lambda}\right|^{p(t)} d t & =\int_{\Omega}\left(\frac{1}{2}\right)^{p(t)}\left|\frac{f(t)-g(t)}{\lambda}\right|^{p(t)} d t  \tag{1}\\
& \leq \frac{1}{2} \int_{\Omega}\left|\frac{f(t)-g(t)}{\lambda}\right|^{p(t)} d t
\end{align*}
$$

and

$$
\begin{equation*}
\frac{1}{2} \int_{\Omega}\left|\frac{f(t)-g(t)}{2 \lambda}\right|^{p(t)} d t \leq \int_{\Omega}\left|\frac{f(t)-g(t)}{2 \lambda}\right|^{p(t)} d t \tag{2}
\end{equation*}
$$

First, we prove that $A \subset B$. Let $\lambda_{0} \in A$, that is

$$
\frac{1}{2} \int_{\Omega}\left|\frac{f(t)-g(t)}{\lambda_{0}}\right|^{p(t)} d t \leq 1
$$

from (1) we conclude that

$$
\int_{\Omega}\left|\frac{f(t)-g(t)}{2 \lambda_{0}}\right|^{p(t)} d t \leq 1
$$

I.e., $\lambda_{0} \in B$, thus $A \subset B$. Taking infimum we get the inequality $\|T f-T g\| \geq$ $\frac{1}{2}\|f-g\|$. Now we prove $B \subset A$. Let $\mu_{0}:=\frac{\lambda_{0}}{2} \in B$, that means,

$$
\int_{\Omega}\left|\frac{f(t)-g(t)}{2 \mu_{0}}\right|^{p(t)} d t \leq 1
$$

From (2), we have

$$
1 \geq \frac{1}{2} \int_{\Omega}\left|\frac{f(t)-g(t)}{2 \mu_{0}}\right|^{p(t)} d t=\frac{1}{2} \int_{\Omega}\left|\frac{f(t)-g(t)}{\lambda_{0}}\right|^{p(t)} d t
$$

Therefore, $\mu_{0} \in B$, so $B \subset A$ and $\|T f-T g\| \leq \frac{1}{2}\|f-g\|$. We obtain in this way the equality $\|T f-T g\|=\frac{1}{2}\|f-g\|$.

This example shows that it seems more convenient to consider $L^{p(\cdot)}(\Omega)$ as a $b$-metric space with the $b$-norm $\rho$, than as a metric space with the Kolmogorov-Minkowski norm $\|\cdot\|$, since the computations using the norm are more involve. The reader can verify that the complexity of the computations cannot be easily overcome by considering $L^{p(\cdot)}(\Omega)$ with other well-known norms as, for instance, the associate norm [8, 20].

Definition 3. Let $(M, \rho)$ be a b-metric space. A sequence $\left(x_{n}\right)_{n}$ in $M$ is called:
(a) b-convergent if there exists $x \in M$ such that $\lim _{n \rightarrow \infty} \rho\left(x_{n}, x\right)=0$. In this case we write $\lim _{n \rightarrow \infty} x_{n}=x$.
(b) b-Cauchy sequence if

$$
\lim _{n, m \rightarrow \infty} \rho\left(x_{n}, x_{m}\right)=0
$$

If every $b$-Cauchy sequence in $M$ is b-convergent, then $(M, \rho)$ is said to be a complete b-metric space.

From the convergence on a $b$-metric space $(M, \rho)$, the sequential topology in $M$ can be defined as usual. These two topologies coincides [2, Proposition 3.3] and as a consequence of this we have for $(M, \rho)$ and $\left(N, \rho^{\prime}\right)$ be two b-metric spaces a function $f: M \rightarrow N$ is $b$-continuous at a point $x \in M$ if only if it is $b$-sequentially continuous at $x$, that is, whenever $\left(x_{n}\right)_{n}$ is $b$-convergent to $x,\left(f\left(x_{n}\right)\right)_{n}$ is $b$-convergent to $f(x)$.

Proposition 1 ([2]). Let $(M, \rho)$ be a b-metric space. The following assertions hold:
(a) A b-convergent sequence has a unique limit.
(b) The subsequences of ab-convergent sequence are also b-convergent and they are $b$-convergent to the limit of the original sequence.
(c) Every sequence which is b-convergent is also ab-Cauchy sequence.
(d) In general a b-metric $\rho: M \times M \rightarrow \mathbb{R}_{+}$with coefficient $s>1$ is not jointly continuous in all its variables and if $\rho$ is continuous in one variable, then $M$ is regular.

The following lemma will be useful in the proof of our main results.
Lemma 1 ([21]). Let $(M, \rho)$ be a b-metric space with coefficient $s \geq 1$. Let $\left(x_{n}\right)_{n}$ be a sequence in $M$ such that $\lim _{n \rightarrow \infty} \rho\left(x_{n}, x_{n+1}\right)=0$. If $\left(x_{n}\right)$ is not a b-Cauchy sequence, then there is $\epsilon>0$ and sequences of positive integers $(n(k))_{k}$ and $(m(k))_{k}$ with

$$
n(k)>m(k)>k
$$

such that $\rho\left(x_{m(k)}, x_{n(k)}\right) \geq \epsilon, \rho\left(x_{m(k)}, x_{n(k)-1}\right)<\epsilon$, and
(a) $\epsilon \leq \limsup _{k \rightarrow \infty} \rho\left(x_{m(k)}, x_{n(k)}\right) \leq \epsilon s$,
(b) $\frac{\epsilon}{s} \leq \limsup _{k \rightarrow \infty} \rho\left(x_{m(k)}, x_{n(k)+1}\right) \leq s^{2} \epsilon$,
(c) $\frac{\epsilon}{s} \leq \limsup _{k \rightarrow \infty} \rho\left(x_{m(k)+1}, x_{n(k)}\right) \leq s^{2} \epsilon$,
(d) $\frac{\epsilon}{s^{2}} \leq \limsup _{k \rightarrow \infty} \rho\left(x_{m(k)+1}, x_{n(k)+1}\right) \leq s^{3} \epsilon$.

## 2. On the class of contraction mappings

In this paper we are going to work with the following classes of functions which have been used in the literature to establish several fixed point results.
$\Psi:=\left\{\varphi: \varphi: \mathbb{R}_{+} \longrightarrow \mathbb{R}_{+}\right.$continuous, monotocally non decreasing and satisfying $\varphi(0)=0 \Leftrightarrow t=0\}$ (altering distance functions),
$\Phi:=\left\{(\alpha, \beta, \gamma): \alpha, \beta, \gamma: \mathbb{R}_{+} \longrightarrow[0,1)\right.$ satisfying

$$
\left.\limsup _{s \rightarrow t}(\alpha(s))+\limsup _{s \rightarrow t}(\beta(s))+\limsup _{s \rightarrow t}(\gamma(s))<1, \text { for all } t>0\right\} .
$$

For a $b$-metric space $(M, \rho)$ and a mapping $T: M \longrightarrow M$, let us introduce the following sets of non-negative coefficients: $\mathcal{M}:=\left\{M_{1}(x, y), M_{2}(x, y)\right.$, $\left.M_{3}(x, y)\right\}$, where

$$
\begin{aligned}
& M_{1}(x, y)= \max \left\{\rho(x, y), \frac{\rho(x, T x) \rho(y, T y)}{\rho(x, y)}\right\}, x \neq y \\
& M_{2}(x, y)=\max \left\{\rho(x, y), \frac{\rho(y, T y)[1+\rho(x, T x)]}{1+\rho(x, y)}\right\}, \\
& M_{3}(x, y)=\max \left\{\rho(x, y), \frac{\rho(x, T x) \rho(y, T y)}{\rho(x, y)}, \frac{\rho(x, T x) \rho(y, T y)}{\rho(T x, T y)}\right\}, \\
& x \neq y, T x \neq T y .
\end{aligned}
$$

and $\mathcal{N}:=\left\{N_{1}(x, y), N_{2}(x, y), N_{3}(x, y)\right\}$, where

$$
\begin{aligned}
& N_{1}(x, y)=\max \left\{\rho(x, y), \frac{\rho(x, T x) \rho(y, T y)}{\rho(T x, T y)}\right\}, T x \neq T y \\
& N_{2}(x, y)=\max \left\{\rho(x, y), \frac{\rho(x, T x)[1+\rho(y, T y)]}{1+\rho(T x, T y)}\right\} \\
& N_{3}(x, y)=\max \left\{\rho(x, y), \frac{\rho(y, T y)[1+\rho(x, T x)]}{1+\rho(x, y)}, \frac{\rho(x, T x)[1+\rho(y, T y)}{1+\rho(T x, T y)}\right\}
\end{aligned}
$$

By using the sets of functions and b-distances defined above, we introduce the following class of contraction mappings.

Definition 4. Let $(M, \rho)$ be a b-metric space with coefficient $s \geq 1$. A mapping $T: M \rightarrow M$ is said to be a $\Psi \times \Phi \times \mathcal{M} \times \mathcal{N}$-contraction if for all $x, y \in M$ it satisfies the following inequality

$$
\begin{align*}
\psi[s \rho(T x, T y)] \leq & \alpha[\rho(x, y)] \psi[\rho(x, y)]+\beta[\rho(x, y)] \psi[M(x, y)]  \tag{3}\\
& +\gamma[\rho(x, y)] \psi[N(x, y)]
\end{align*}
$$

where $(\psi,(\alpha, \beta, \gamma), M, N) \in \Psi \times \Phi \times \mathcal{M} \times \mathcal{N}$.
Proposition 2. Let $(M, \rho)$ be a b-metric space with coefficient $s \geq 1$ and let $T: M \rightarrow M$ be a mapping. If $T$ is a $\Psi \times \Phi \times \mathcal{M} \times \mathcal{N}$-contraction, then for any $x_{0} \in M$ the sequence $\left(x_{n}\right)_{n}$ defined by $x_{n+1}=T x_{n}, n=0,1,2, \ldots$ satisfies:
(a) $\lim _{n \rightarrow \infty} \rho\left(x_{n}, x_{n+1}\right)=0$,
(b) $\left(x_{n}\right)_{n} \subset M$ is a b-Cauchy sequence.

Proof. To proof $(a)$. Let $x_{0} \in M$ be an arbitrary point and we defined the sequence $\left(x_{n}\right)_{n}$ as follows, $x_{n+1}=T x_{n}, n=0,1,2, \ldots$ Now, using (3) we obtain that

$$
\begin{align*}
\psi\left[s \rho\left(x_{n}, x_{n+1}\right)\right]= & \psi\left[s \rho\left(T x_{n-1}, T x_{n}\right)\right]  \tag{4}\\
\leq & \alpha\left[\rho\left(x_{n-1}, x_{n}\right)\right] \psi\left[\rho\left(x_{n-1}, x_{n}\right)\right] \\
& +\beta\left[\rho\left(x_{n-1}, x_{n}\right)\right] \psi\left[M\left(x_{n-1}, x_{n}\right)\right] \\
& +\gamma\left[\rho\left(x_{n-1}, x_{n}\right)\right] \psi\left[N\left(x_{n-1}, x_{n}\right)\right]
\end{align*}
$$

Notice that for $M \in \mathcal{M}$ we have

$$
\begin{aligned}
M_{1}\left(x_{n-1}, x_{n}\right) & =\max \left\{\rho\left(x_{n-1}, x_{n}\right), \frac{\rho\left(x_{n-1}, T x_{n-1}\right) \rho\left(x_{n}, T x_{n}\right)}{\rho\left(x_{n-1}, x_{n}\right)}\right\} \\
& =\max \left\{\rho\left(x_{n-1}, x_{n}\right), \rho\left(x_{n}, x_{n+1}\right)\right\}
\end{aligned}
$$

$$
\begin{aligned}
M_{2}\left(x_{n-1}, x_{n}\right)= & \max \left\{\rho\left(x_{n-1}, x_{n}\right), \frac{\rho\left(x_{n}, T x_{n}\right)\left[1+\rho\left(x_{n-1}, T x_{n-1}\right)\right]}{1+\rho\left(x_{n-1}, x_{n}\right)}\right\} \\
= & \max \left\{\rho\left(x_{n-1}, x_{n}\right), \frac{\rho\left(x_{n}, x_{n+1}\right)\left[1+\rho\left(x_{n-1}, x_{n}\right)\right]}{1+\rho\left(x_{n-1}, x_{n}\right)}\right\} \\
= & \max \left\{\rho\left(x_{n-1}, x_{n}\right), \rho\left(x_{n}, x_{n+1}\right)\right\}, \\
M_{3}\left(x_{n-1}, x_{n}\right)= & \max \left\{\rho\left(x_{n-1}, x_{n}\right), \frac{\rho\left(x_{n-1}, T x_{n-1}\right) \rho\left(x_{n}, T x_{n}\right)}{\rho\left(x_{n-1}, x_{n}\right)},\right. \\
& \left.\frac{\rho\left(x_{n-1}, T x_{n-1}\right) \rho\left(x_{n}, T x_{n}\right)}{\rho\left(T x_{n-1}, T x_{n}\right)}\right\} \\
= & \max \left\{\rho\left(x_{n-1}, x_{n}\right), \frac{\rho\left(x_{n-1}, x_{n}\right) \rho\left(x_{n}, x_{n+1}\right)}{\rho\left(x_{n-1}, x_{n}\right)},\right. \\
& \left.\frac{\rho\left(x_{n-1}, x_{n}\right) \rho\left(x_{n}, x_{n+1}\right)}{\rho\left(x_{n}, x_{n+1}\right)}\right\} \\
= & \max \left\{\rho\left(x_{n-1}, x_{n}\right), \rho\left(x_{n}, x_{n+1}\right), \rho\left(x_{n-1}, x_{n}\right)\right\} \\
= & \max \left\{\rho\left(x_{n-1}, x_{n}\right), \rho\left(x_{n}, x_{n+1}\right)\right\}
\end{aligned}
$$

and for each for $N \in \mathcal{N}$ we get,

$$
\begin{aligned}
N_{1}\left(x_{n-1}, x_{n}\right)= & \max \left\{\rho\left(x_{n-1}, x_{n}\right), \frac{\rho\left(x_{n-1}, x_{n}\right) \rho\left(x_{n}, x_{n+1}\right)}{\rho\left(T x_{n-1}, T x_{n}\right)}\right\} \\
= & \max \left\{\rho\left(x_{n-1}, x_{n}\right), \rho\left(x_{n-1}, x_{n}\right)\right\}=\rho\left(x_{n-1}, x_{n}\right), \\
N_{2}\left(x_{n-1}, x_{n}\right)= & \max \left\{\rho\left(x_{n-1}, x_{n}\right), \frac{\rho\left(x_{n-1}, T x_{n-1}\right)\left[1+\rho\left(x_{n}, T x_{n}\right)\right]}{1+\rho\left(T x_{n-1}, T x_{n}\right)}\right\} \\
= & \max \left\{\rho\left(x_{n-1}, x_{n}\right), \frac{\rho\left(x_{n-1}, x_{n}\right)\left[1+\rho\left(x_{n}, x_{n+1}\right)\right]}{1+\rho\left(x_{n}, x_{n+1}\right)}\right\} \\
= & \max \left\{\rho\left(x_{n-1}, x_{n}\right), \rho\left(x_{n-1}, x_{n}\right)\right\}=\rho\left(x_{n-1}, x_{n}\right), \\
N_{3}\left(x_{n-1}, x_{n}\right)= & \max \left\{\rho\left(x_{n-1}, x_{n}\right), \frac{\rho\left(x_{n}, T x_{n}\right)\left[1+\rho\left(x_{n-1}, T x_{n-1}\right)\right]}{1+\rho\left(x_{n-1}, x_{n}\right)},\right. \\
& \left.\frac{\rho\left(x_{n-1}, T x_{n-1}\right)\left[1+\rho\left(x_{n}, T x_{n}\right)\right.}{1+\rho\left(T x_{n-1}, T x_{n}\right)}\right\} \\
= & \max \left\{\rho\left(x_{n-1}, x_{n}\right), \frac{\rho\left(x_{n}, x_{n+1}\right)\left[1+\rho\left(x_{n-1}, x_{n}\right)\right]}{1+\rho\left(x_{n-1}, x_{n}\right)},\right. \\
& \left.\frac{\rho\left(x_{n-1}, x_{n}\right)\left[1+\rho\left(x_{n}, x_{n+1}\right)\right.}{1+\rho\left(x_{n}, x_{n+1}\right)}\right\} \\
= & \max \left\{\rho\left(x_{n-1}, x_{n}\right), \rho\left(x_{n}, x_{n+1}\right), \rho\left(x_{n-1}, x_{n}\right)\right\} \\
= & \max \left\{\rho\left(x_{n-1}, x_{n}\right), \rho\left(x_{n}, x_{n+1}\right)\right\}
\end{aligned}
$$

From here we have that $N_{1}\left(x_{n-1}, x_{n}\right)=N_{2}\left(x_{n-1}, x_{n}\right)=\rho\left(x_{n-1}, x_{n}\right)$ and the following four situations are possible:
(a) $N_{3}\left(x_{n-1}, x_{n}\right)=M_{i}\left(x_{n-1}, x_{n}\right)=\rho\left(x_{n-1}, x_{n}\right)$ for all $i \in\{1,2,3\}$,
(b) $N_{3}\left(x_{n-1}, x_{n}\right)=M_{i}\left(x_{n-1}, x_{n}\right)=\rho\left(x_{n}, x_{n+1}\right)$ for all $i \in\{1,2,3\}$,
(c) $N_{3}\left(x_{n-1}, x_{n}\right)=\rho\left(x_{n-1}, x_{n}\right)$ and $M_{i}\left(x_{n-1}, x_{n}\right)=\rho\left(x_{n}, x_{n+1}\right)$ for some (possible all) $i \in\{1,2,3\}$,
(d) $N_{3}\left(x_{n-1}, x_{n}\right)=\rho\left(x_{n}, x_{n+1}\right)$ and $M_{i}\left(x_{n-1}, x_{n}\right)=\rho\left(x_{n-1}, x_{n}\right)$ for some (possible all) $i \in\{1,2,3\}$.

Claim: For each one of the four possible situations above we have that

$$
\begin{equation*}
\psi\left[\rho\left(x_{n}, x_{n+1}\right)\right] \leq c_{n} \psi\left[\rho\left(x_{n-1}, x_{n}\right)\right] \tag{5}
\end{equation*}
$$

for some $c_{n}$ with $\lim \sup _{n \rightarrow \infty} c_{n}<1$. To prove this we are going to use that $\alpha(t)+\beta(t)+\gamma(t)<1$ for all $t>0$ and inequality (3). First notice that cases $(a)$ and $(c)$ hold if we replace $N_{3}\left(x_{n-1}, x_{n}\right)$ for $N_{1}\left(x_{n-1}, x_{n}\right)$ and $N_{2}\left(x_{n-1}, x_{n}\right)$ (which complete all the possible situations). Now, we prove the claim for the case $(a)$ :

$$
\begin{aligned}
\psi\left[\rho\left(x_{n}, x_{n+1}\right)\right] \leq & \psi\left[s \rho\left(x_{n}, x_{n+1}\right)\right]=\psi\left[s \rho\left(T x_{n-1}, T x_{n}\right)\right] \\
\leq & \alpha\left[\rho\left(x_{n-1}, x_{n}\right)\right] \psi\left[\rho\left(x_{n-1}, x_{n}\right)\right] \\
& +\beta\left[\rho\left(x_{n-1}, x_{n}\right)\right] \psi\left[\rho\left(x_{n-1}, x_{n}\right)\right] \\
& +\gamma\left[\left(x_{n-1}, x_{n}\right)\right] \psi\left[\rho\left(x_{n-1}, x_{n}\right)\right] \\
= & c_{n}^{1} \psi\left[\rho\left(x_{n-1}, x_{n}\right)\right]
\end{aligned}
$$

where $c_{n}^{1}=\alpha\left[\rho\left(x_{n-1}, x_{n}\right)\right]+\beta\left[\rho\left(x_{n-1}, x_{n}\right)\right]+\gamma\left[\left(x_{n-1}, x_{n}\right)\right]$.
Case (b):

$$
\begin{aligned}
\psi\left[\rho\left(x_{n}, x_{n+1}\right)\right] \leq & \psi\left[s \rho\left(x_{n}, x_{n+1}\right)\right]=\psi\left[s \rho\left(T x_{n-1}, T x_{n}\right)\right] \\
\leq & \alpha\left[\rho\left(x_{n-1}, x_{n}\right)\right] \psi\left[\rho\left(x_{n-1}, x_{n}\right)\right] \\
& +\beta\left[\rho\left(x_{n-1}, x_{n}\right)\right] \psi\left[\rho\left(x_{n}, x_{n+1}\right)\right] \\
& +\gamma\left[\left(x_{n-1}, x_{n}\right)\right] \psi\left[\rho\left(x_{n}, x_{n+1}\right)\right] \\
= & \alpha\left[\rho\left(x_{n-1}, x_{n}\right)\right] \psi\left[\rho\left(x_{n-1}, x_{n}\right)\right]+\left(\beta\left[\rho\left(x_{n-1}, x_{n}\right)\right]\right. \\
& \left.+\gamma\left[\left(x_{n-1}, x_{n}\right)\right]\right) \psi\left[\rho\left(x_{n}, x_{n+1}\right)\right] \\
\leq & \frac{\alpha\left[\rho\left(x_{n-1}, x_{n}\right)\right]}{1-\left(\beta\left[\rho\left(x_{n-1}, x_{n}\right)\right]+\gamma\left[\left(x_{n-1}, x_{n}\right)\right]\right)} \psi\left[\rho\left(x_{n-1}, x_{n}\right)\right] \\
= & c_{n}^{2} \psi\left[\rho\left(x_{n-1}, x_{n}\right)\right]
\end{aligned}
$$

Here, $c_{n}^{2}=\frac{\alpha\left[\rho\left(x_{n-1}, x_{n}\right)\right]}{1-\left(\beta\left[\rho\left(x_{n-1}, x_{n}\right)\right]+\gamma\left[\left(x_{n-1}, x_{n}\right)\right]\right)}$.

Case (c):

$$
\begin{aligned}
\psi\left[\rho\left(x_{n}, x_{n+1}\right)\right] \leq & \psi\left[s \rho\left(x_{n}, x_{n+1}\right)\right]=\psi\left[s \rho\left(T x_{n-1}, T x_{n}\right)\right] \\
\leq & \alpha\left[\rho\left(x_{n-1}, x_{n}\right)\right] \psi\left[\rho\left(x_{n-1}, x_{n}\right)\right] \\
& +\beta\left[\rho\left(x_{n-1}, x_{n}\right)\right] \psi\left[\rho\left(x_{n}, x_{n+1}\right)\right] \\
& +\gamma\left[\left(x_{n-1}, x_{n}\right)\right] \psi\left[\rho\left(x_{n-1}, x_{n}\right)\right] \\
\leq & \frac{\alpha\left[\rho\left(x_{n-1}, x_{n}\right)\right]+\gamma\left[\left(x_{n-1}, x_{n}\right)\right]}{1-\beta\left[\rho\left(x_{n-1}, x_{n}\right)\right]} \psi\left[\rho\left(x_{n-1}, x_{n}\right)\right] \\
= & c_{n}^{3} \psi\left[\rho\left(x_{n-1}, x_{n}\right)\right]
\end{aligned}
$$

with $c_{n}^{3}=\frac{\alpha\left[\rho\left(x_{n-1}, x_{n}\right)\right]+\gamma\left[\left(x_{n-1}, x_{n}\right)\right]}{1-\beta\left[\rho\left(x_{n-1}, x_{n}\right)\right]}$.
Case (d): Similar computations as the case $(c)$ allow us to conclude that

$$
\begin{aligned}
\psi\left[\rho\left(x_{n}, x_{n+1}\right)\right] & \leq \frac{\alpha\left[\rho\left(x_{n-1}, x_{n}\right)\right]+\beta\left[\left(x_{n-1}, x_{n}\right)\right]}{1-\gamma\left[\rho\left(x_{n-1}, x_{n}\right)\right]} \psi\left[\rho\left(x_{n-1}, x_{n}\right)\right] \\
& =c_{n}^{4} \psi\left[\rho\left(x_{n-1}, x_{n}\right)\right]
\end{aligned}
$$

In this case, $c_{n}^{4}=\frac{\alpha\left[\rho\left(x_{n-1}, x_{n}\right)\right]+\beta\left[\left(x_{n-1}, x_{n}\right)\right]}{1-\gamma\left[\rho\left(x_{n-1}, x_{n}\right)\right]}$.
The conclusion is obtained by considering $c_{n}=\max \left\{c_{n}^{i},: i=1,2,3,4\right\}$, taking into account that $(\alpha, \beta, \gamma) \in \Phi$. Now, since $\psi \in \Psi$, we have that $\left(\rho\left(x_{n-1}, x_{n}\right)\right)_{n}$ is a non increasing sequence of positive real numbers, then there exists $a \geq 0$ such that $\lim _{n \rightarrow \infty} \rho\left(x_{n}, x_{n+1}\right)=a$. If we suppose that $a>0$, by letting $n \rightarrow \infty$ in (5) we conclude that $\psi(a)<\psi(a)$ which is not possible, therefore $a=0$ since in this case inequality (4) becomes an equality.

Now we are going to prove (b). We want to show that $\left(x_{n}\right)_{n} \subset M$ is a $b$-Cauchy sequence. According to Lemma 1 , if $\left(x_{n}\right)_{n}$ is not a $b$-Cauchy sequence, then there exist $\epsilon>0$ and two subsequences $\left(x_{m(k)}\right)_{k}$ and $\left(x_{n(k)}\right)_{k}$ of $\left(x_{n}\right)_{n}$ with $n(k)>m(k)>k$ such that $\rho\left(x_{m(k)}, x_{n(k)}\right) \geq \epsilon$ and $\rho\left(x_{m(k)}\right.$, $\left.x_{n(k)-1}\right)<\epsilon$ for all positive numbers $k$.

Putting $x=x_{m(k)}$ and $y=x_{n(k)}$ in (3) for $i, j \in\{1,2,3\}$, we obtain

$$
\begin{aligned}
(6) 0<\psi(s \epsilon) \leq & \limsup _{k \rightarrow \infty} \psi\left[s \rho\left(x_{m(k)}, x_{n(k)}\right)\right] \\
= & \limsup _{k \rightarrow \infty} \psi\left[s \rho\left(T x_{m(k)-1}, T x_{n(k)-1}\right)\right] \\
\leq & \limsup _{k \rightarrow \infty} \alpha\left[\rho\left(x_{m(k)-1}, x_{n(k)-1}\right)\right] \psi\left[\rho\left(x_{m(k)-1}, x_{n(k)-1}\right)\right] \\
& +\limsup _{k \rightarrow \infty} \beta\left[\rho\left(x_{m(k)-1}, x_{n(k)-1}\right)\right] \psi\left[M_{i}\left(x_{m(k)-1}, x_{n(k)-1}\right)\right] \\
& +\limsup _{k \rightarrow \infty} \gamma\left[\rho\left(x_{m(k)-1}, x_{n(k)-1}\right)\right] \psi\left[N_{j}\left(x_{m(k)-1}, x_{n(k)-1}\right)\right],
\end{aligned}
$$

where for each $M_{i} \in \mathcal{M}, i \in\{1,2,3\}$, we have

$$
\begin{aligned}
& M_{1}\left(x_{m(k)-1}, x_{n(k)-1}\right)= \max \left\{\rho\left(x_{m(k)-1}, x_{n(k)-1}\right),\right. \\
&\left.\frac{\rho\left(x_{m(k)-1}, T x_{m(k)-1}\right) \rho\left(x_{n(k)-1}, T x_{n(k)-1}\right)}{\rho\left(x_{m(k)-1}, x_{n(k)-1}\right)}\right\} \\
&= \max \left\{\rho\left(x_{m(k)-1}, x_{n(k)-1}\right),\right. \\
&\left.\frac{\rho\left(x_{m(k)-1}, x_{m(k)}\right) \rho\left(x_{n(k)-1}, x_{n(k)}\right)}{\rho\left(x_{m(k)-1}, x_{n(k)-1}\right)}\right\}, \\
& M_{2}\left(x_{m(k)-1}, x_{n(k)-1}\right)=\max \left\{\rho\left(x_{m(k)-1}, x_{n(k)-1}\right),\right. \\
&\left.\frac{\rho\left(x_{n(k)-1}, T x_{n(k)-1}\right)\left[1+\rho\left(x_{m(k)-1}, T x_{m(k)-1}\right)\right]}{1+\rho\left(x_{m(k)-1}, x_{n(k)-1}\right)}\right\} \\
&=\max \left\{\rho\left(x_{m(k)-1}, x_{n(k)-1}\right),\right. \\
&\left.\frac{\rho\left(x_{n(k)-1}, x_{n(k)}\right)\left[1+\rho\left(x_{m(k)-1}, x_{m(k)}\right)\right]}{1+\rho\left(x_{m(k)-1}, x_{n(k)-1}\right)}\right\}, \\
& M_{3}\left(x_{m(k)-1}, x_{n(k)-1}\right)=\max \left\{\rho\left(x_{m(k)-1}, x_{n(k)-1}\right),\right. \\
& \frac{\rho\left(x_{m(k)-1}, T x_{m(k)-1}\right) \rho\left(x_{n(k)-1}, T x_{n(k)-1}\right)}{\rho\left(x_{m(k)-1}, x_{n(k)-1}\right)}, \\
&\left.\frac{\rho\left(x_{m(k)-1}, T x_{m(k)-1}\right) \rho\left(x_{n(k)-1}, T x_{n(k)-1}\right)}{\rho\left(T x_{m(k)-1}, T x_{n(k)-1}\right)}\right\} \\
&=\max \left\{\rho\left(x_{m(k)-1}, x_{n(k)-1}\right),\right. \\
& \frac{\rho\left(x_{m(k)-1}, x_{m(k)}\right) \rho\left(x_{n(k)-1}, x_{n(k)}\right)}{\rho\left(x_{m(k)-1}, x_{n(k)-1}\right)}, \\
&\left.\frac{\rho\left(x_{m(k)-1}, x_{m(k)}\right) \rho\left(x_{n(k)-1}, x_{n(k)}\right)}{\rho\left(x_{m(k)}, x_{n(k)}\right)}\right\}
\end{aligned}
$$

and for each $N_{j} \in \mathcal{N}, j \in\{1,2,3\}$

$$
\begin{aligned}
& N_{1}\left(x_{m(k)-1}, x_{n(k)-1}\right)=\max \left\{\rho\left(x_{m(k)-1}, x_{n(k)-1}\right),\right. \\
&\left.\frac{\rho\left(x_{m(k)-1}, T x_{m(k)-1}\right) \rho\left(x_{n(k)-1}, T x_{n(k)-1}\right)}{\rho\left(T x_{m(k)-1}, T x_{n(k)-1}\right)}\right\} \\
&=\max \left\{\rho\left(x_{m(k)-1}, x_{n(k)-1}\right),\right. \\
&\left.\frac{\rho\left(x_{m(k)-1}, x_{m(k)}\right) \rho\left(x_{n(k)-1}, x_{n(k)}\right)}{\rho\left(x_{m(k)}, x_{n(k)}\right)}\right\},
\end{aligned}
$$

$$
\begin{aligned}
& N_{2}\left(x_{m(k)-1}, x_{n(k)-1}\right)=\max \left\{\rho\left(x_{m(k)-1}, x_{n(k)-1}\right)\right. \\
& \left.\qquad \frac{\rho\left(x_{m(k)-1}, T x_{m(k)-1}\right)\left[1+\rho\left(x_{n(k)-1}, T x_{n(k)-1}\right)\right]}{1+\rho\left(x_{m(k)}, x_{n(k)}\right)}\right\}
\end{aligned}
$$

$$
\begin{aligned}
&=\max \left\{\rho\left(x_{m(k)-1}, x_{n(k)-1}\right),\right. \\
&\left.\frac{\rho\left(x_{m(k)-1}, x_{m(k)}\right)\left[1+\rho\left(x_{n(k)-1}, x_{n(k)}\right)\right]}{1+\rho\left(x_{m(k)}, x_{n(k)}\right)}\right\}, \\
& N_{3}\left(x_{m(k)-1}, x_{n(k)-1}\right)=\max \left\{\rho\left(x_{m(k)-1}, x_{n(k)-1}\right),\right. \\
& \frac{\rho\left(x_{n(k)-1}, T x_{n(k)-1}\right)\left[1+\rho\left(x_{m(k)-1}, T x_{m(k)-1}\right)\right]}{1+\rho\left(x_{m(k)-1}, x_{n(k)-1}\right)}, \\
&\left.\frac{\rho\left(x_{m(k)-1}, T x_{m(k)-1}\right)\left[1+\rho\left(x_{n(k)-1}, T x_{n(k)-1}\right)\right.}{1+\rho\left(T x_{m(k)-1}, T x_{n(k)-1}\right)}\right\} \\
&=\max \left\{\rho\left(x_{m(k)-1}, x_{n(k)-1}\right),\right. \\
& \frac{\rho\left(x_{n(k)-1}, x_{n(k)}\right)\left[1+\rho\left(x_{m(k)-1}, x_{m(k)}\right)\right]}{1+\rho\left(x_{m(k)-1}, x_{n(k)-1}\right)}, \\
&\left.\frac{\rho\left(x_{m(k)-1}, x_{m(k)}\right)\left[1+\rho\left(x_{n(k)-1}, x_{n(k)}\right)\right.}{1+\rho\left(x_{m(k)}, x_{n(k)}\right)}\right\} .
\end{aligned}
$$

Since $\lim _{n \rightarrow \infty} \rho\left(x_{n}, x_{n+1}\right)=0$, by the Lemma 1 we have

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} M_{i}\left(x_{m(k)-1}, x_{n(k)-1}\right) \leq s \epsilon, \quad i \in\{1,2,3\} \tag{7}
\end{equation*}
$$

and

$$
\limsup _{k \rightarrow \infty} N_{j}\left(x_{m(k)-1}, x_{n(k)-1}\right) \leq s \epsilon, \quad j \in\{1,2,3\}
$$

Using (6) and (7) we get

$$
0<\psi(s \epsilon)<\psi(s \epsilon)
$$

which is a contradiction. Therefore $\left(x_{n}\right)_{n}$ is a $b$-Cauchy sequence in $M$.

## 4. A fixed point theorem for $\Psi \times \Phi \times \mathcal{M} \times \mathcal{N}$-contractions

In this section we present our theorem of existence and uniqueness of fixed points for mappings of the class of $\Psi \times \Phi \times \mathcal{M} \times \mathcal{N}$-contractions.

Theorem 3. Let $(M, \rho)$ be a complete b-metric space with coefficient $s \geq 1$ and $T: M \rightarrow M$ be a b-continuous $\Psi \times \Phi \times \mathcal{M} \times \mathcal{N}$-contraction. Then $T$ has a unique fixed point.

Proof. Let $x_{0} \in M$ be an arbitrary point and we define the sequence $\left(x_{n}\right)_{n}$ as before

$$
x_{n+1}=T x_{n}, \quad n=0,1,2, \ldots
$$

From Proposition 2, we know that $\left(x_{n}\right)_{n}$ is a $b$-Cauchy sequence in $M$ and due to the fact that $M$ is a complete $b$-metric space, there exists a unique $z \in M$ such that

$$
\lim _{n \rightarrow \infty} \rho\left(x_{n}, z\right)=0
$$

Since $T$ is $b$-continuous (i.e., sequentially continuous) then $\lim _{n \rightarrow \infty} \rho\left(T x_{n}, T z\right)$ $=0$. On the other hand, from the triangle inequality, we have

$$
\begin{aligned}
\rho(z, T z) & \leq s \rho\left(z, T x_{n}\right)+s \rho\left(T x_{n}, T z\right) \\
& =s \rho\left(z, x_{n+1}\right)+s \rho\left(T x_{n}, T z\right)
\end{aligned}
$$

Taking limits as $n \rightarrow \infty$ we conclude that $\rho(z, T z)=0$, thus $T z=z$, i.e., $z$ is a fixed point of $T$.

Now, we want to prove that the fixed point of $T$ is unique. In fact, suppose that there exists $w \in M$ such that $w \neq z$ and $T w=w$. Therefore,

$$
\begin{aligned}
\psi[\rho(z, w)] \leq & \psi[s \rho(z, w)]=\psi[s \rho(T z, T w)] \\
\leq & \alpha[\rho(z, w)] \psi[\rho(z, w)] \\
& +\beta[\rho(z, w)] \psi\left[M_{i}(z, w)\right] \\
& +\gamma[\rho(z, w)] \psi\left[N_{j}(z, w)\right], \text { for } i, j \in\{1,2,3\}
\end{aligned}
$$

It is not difficult to see that

$$
M_{i}(z, w)=\rho(z, w) \quad \text { and } \quad N_{j}(z, w)=\rho(z, w), \quad i, j \in\{1,2,3\}
$$

Hence,

$$
\psi[\rho(z, w)] \leq(\alpha[\rho(z, w)]+\beta[\rho(z, w)]+\gamma[\rho(z, w)]) \psi[\rho(z, w)]
$$

from here it follows that,

$$
\psi[\rho(z, w)]<\psi[\rho(z, w)]
$$

which is a contradiction, therefore $z=w$.
We can drop the continuity of the mapping $T$ in the following particular case.

Theorem 4. Let $(M, \rho)$ be a complete b-metric space with coefficient $s \geq 1$ and $T: M \rightarrow M$ be $a \Psi \times \Phi \times\left\{M_{2}(x, y)\right\} \times \mathcal{N}$-contraction. Then $T$ has a unique fixed point.

Proof. Let $x_{0} \in M$ be an arbitrary point and, as before, let the sequence $\left(x_{n}\right)_{n}$ given by $x_{n+1}=T x_{n}, n=0,1,2, \ldots$.

By Proposition 2 we have that $\left(x_{n}\right)_{n}$ is a $b$-Cauchy sequence in $M$ and it satisfies that $\lim _{n \rightarrow \infty} \rho\left(x_{n}, x_{n+1}\right)=0$. Since $M$ is a complete $b$-metric space, there exists $z \in M$ such that $\lim _{n \rightarrow \infty} \rho\left(x_{n}, z\right)=0$.

On the other hand, since $T \in \Psi \times \Phi \times\left\{M_{2}(x, y)\right\} \times \mathcal{N}$, notice that

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \psi\left[s \rho\left(T x_{n}, T z\right)\right] \leq \lim _{n \rightarrow \infty} & \left(\alpha\left[\rho\left(x_{n}, z\right)\right] \psi\left[\rho\left(x_{n}, z\right)\right]\right. \\
& +\beta\left[\rho\left(x_{n}, z\right)\right] \psi\left[M_{2}\left(x_{n}, z\right)\right] \\
& \left.+\gamma\left[\rho\left(x_{n}, z\right)\right] \psi\left[N\left(x_{n}, z\right)\right]\right)
\end{aligned}
$$

where, from Proposition 2, we obtain:

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \psi\left[\rho\left(x_{n}, z\right)\right] & =0 \\
\lim _{n \rightarrow \infty} \psi\left[M_{2}\left(x_{n}, z\right)\right] & =\psi[\rho(z, T z)] \\
\lim _{n \rightarrow \infty} \psi\left[N_{1}\left(x_{n}, z\right)\right] & =0 \\
\lim _{n \rightarrow \infty} \psi\left[N_{2}\left(x_{n}, z\right)\right] & =0 \\
\lim _{n \rightarrow \infty} \psi\left[N_{3}\left(x_{n}, z\right)\right] & =\psi[\rho(z, T z)] .
\end{aligned}
$$

Now, from the triangle inequality and since $\psi \in \Psi$ then,

$$
\begin{aligned}
\psi[\rho(z, T z)]= & \lim _{n \rightarrow \infty} \psi[\rho(z, T z)] \leq \lim _{n \rightarrow \infty}\left(\psi\left[s \rho\left(z, T x_{n}\right)+s \rho\left(T x_{n}, T z\right)\right]\right) \\
= & \psi\left[\lim _{n \rightarrow \infty} s \rho\left(T x_{n}, T z\right)\right]=\lim _{n \rightarrow \infty} \psi\left[s \rho\left(T x_{n}, T z\right)\right] \\
\leq & \lim _{n \rightarrow \infty} \alpha\left[\rho\left(x_{n}, z\right)\right] 0+\lim _{n \rightarrow \infty} \beta\left[\rho\left(x_{n}, z\right)\right] \psi[\rho(z, T z)] \\
& \left.+\lim _{n \rightarrow \infty} \gamma\left[\rho\left(x_{n}, z\right)\right] \lim _{n \rightarrow \infty} \psi\left[N\left(x_{n}, z\right)\right]\right) .
\end{aligned}
$$

If in the inequality above $N\left(x_{n}, z\right)$ is equal to $N_{1}\left(x_{n}, z\right)$ or $N_{2}\left(x_{n}, z\right)$ we obtain

$$
\psi[\rho(z, T z)] \leq \lim _{n \rightarrow \infty} \beta\left[\rho\left(x_{n}, z\right)\right] \psi[\rho(z, T z)]<\psi[\rho(z, T z)]
$$

And in the case $N\left(x_{n}, z\right)=N_{3}\left(x_{n}, z\right)$ we have

$$
\begin{aligned}
\psi[\rho(z, T z)] & \leq\left(\lim _{n \rightarrow \infty} \beta\left[\rho\left(x_{n}, z\right)\right]+\lim _{n \rightarrow \infty} \gamma\left[\rho\left(x_{n}, z\right)\right]\right) \psi[\rho(z, T z)] \\
& <\psi[\rho(z, T z)]
\end{aligned}
$$

In both cases we get a contradiction, therefore $\psi[\rho(z, T z)]=0$ and so $T z=$ $z$. The uniqueness of the fixed point runs similarly as the proof of the Theorem 3.

In 2002, A. Branciari [6] extended the Banach contraction principle by considering mappings satisfying contractive conditions of integral type. Since
then, there has been increasing interest in the study of fixed points and common fixed points of this kind of mappings. In next result, as a consequence of Theorem 3, we will prove a fixed point result for a class of mappings of integral type.

Let the set of functions

$$
\begin{aligned}
& \Upsilon:=\left\{\varphi: \varphi: \mathbb{R}_{+} \longrightarrow \mathbb{R}_{+}\right. \text {is Lebesgue integrable on each compact } \\
&\text { set of } \left.\mathbb{R}_{+} \text {and } \int_{0}^{\epsilon} \varphi(t) d t>0 \text { for each } \epsilon>0\right\}
\end{aligned}
$$

Corollary 1. Let $(M, \rho)$ be a complete b-metric space with coefficient $s \geq 1$ and let $T: M \rightarrow M$ be a continuous function satisfying the following inequality for all $x, y \in M$

$$
\begin{align*}
\int_{0}^{\psi[s \rho(T x, T y)]} \varphi(t) d t \leq & \alpha[\rho(x, y)] \int_{0}^{\psi[\rho(x, y)]} \varphi(t) d t  \tag{8}\\
& +\beta[\rho(x, y)] \int_{0}^{\psi(M(x, y)]} \varphi(t) d t+\gamma[\rho(x, y)] \int_{0}^{\psi[N(x, y)]} \varphi(t) d t
\end{align*}
$$

where $(\psi, \varphi,(\alpha, \beta, \gamma), M, N) \in \Psi \times \Upsilon \times \Phi \times \mathcal{M} \times \mathcal{N}$. Then $T$ has a unique fixed point.

Proof. Let $\varphi \in \Upsilon$, we define

$$
\psi_{0}(s)=\int_{0}^{s} \varphi(t) d t, \quad s \in \mathbb{R}_{+}
$$

$\psi_{0} \in \Psi$ (see, e.g., [1]). Using the function $\psi_{0}$, inequality (8) becomes

$$
\begin{aligned}
\psi_{0}[\psi(s \rho(T x, T y))] \leq & \alpha[\rho(x, y)] \psi_{0}[\psi \rho(x, y)] \\
& +\beta[\rho(x, y)] \psi_{0}[\psi(M(x, y))] \\
& +\gamma[\rho(x, y)] \psi_{0}[\psi(N(x, y))]
\end{aligned}
$$

Since $\psi_{0} \circ \psi \in \Psi$, then, from Theorem $3, T$ has a unique fixed point.
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