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1. Introduction

In the challenges of everyday life, the notion of uncertainty is crucial.
In both mathematical and real-world models, the classical measure meeting
nonnegativity and countable additivity is frequently utilised. But the mea-
sure used in real-world applications lacks the countable additivity property.
The uncertain measure was developed by Liu [16] and it is a set function that
satisfies the axioms of normality, monotonicity, self-duality, and countable
subadditivity. Complex uncertain variables, which are measurable functions
from an uncertainty space to a complex number, was first described by Peng
[22]. Then many researchers have also done a lot of theoretical work based
on complex uncertain variables, such as Chen et. al. [1], Das et. al. [3],
Debnath and Das [4, 5], Khan et.al.[12], Kisi[14], Roy et. al. [23], Saha et.
al. [24], Tripathy and Nath [21, 29].
In order to extend the notion of convergence, statistical convergence of se-
quences was introduced in 1951 by Fast [7], Steinhaus [27] independently.
Later it was studied by Fridy [9], Conor [2], Freedman [8], Esi et. al. [6],
Kadak and Mohiuddine[10], Mohiuddine et. al.[17, 19], Savas et. al. [25, 26]
and many others. The notion of an I-convergence is a generalization of the
statistical convergence. The concept of I-convergence was introduced by
Kostyrko et. al. [15]. Over the last twenty years a lot of work has been
done on this convergence and associated topics and it has turned out to be
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one of the most active research. Some results connected with the notion of
the I-convergence can be found in [11, 13, 18, 20, 28].
Our main goal, as stated above, is to propose the several types of conver-
gence of complex uncertain sequence by using ideal. In addition, we have
also attempted to form some relationships between them.

2. Definitions and preliminaries

We shall give some basic definitions and results of uncertainty theory in
this section, which will be used in the subsequent sections :

Definition 1 ([16]). Let L be a σ-algebra on a nonempty set Γ. A set
function M on Γ is called an uncertain measure if it satisfies the following
axioms:
Axiom 1 (Normality): M{Γ} = 1;
Axiom 2 (Duality): M{Λ}+M{Λc} = 1 for any Λ ∈ L;
Axiom 3 (Subadditivity): For every countable sequence of {Λj} ∈ L, we have

M
{ ∞⋃

j=1
Λj

}
≤

∑∞
j=1M{Λj}.

The triplet (Γ,L,M) is called an uncertainty space and each element Λ in
L is called an event. In order to obtain an uncertain measure of compound
event, a product uncertain measure is defined by Liu [16]as:

M
{ ∞∏

k=1

Λk

}
=

∧∞
k=1M{Λk}.

Definition 2 ([22]). A complex uncertain variable is a measurable func-
tion ζ from an uncertainty space (Γ,L,M) to the set of complex numbers
such that {ζ ∈ B} = {γ ∈ Γ : ζ(γ) ∈ B} is an event for any Borel set B of
complex numbers.

Definition 3 ([22]). An uncertainty distribution Φ of a complex uncer-
tain variable ζ = ξ + iη is defined by

Φ(z) = M{ζ ≤ z} = M{ξ ≤ x, η ≤ y} = M{ξ ≤ x} ∧M{η ≤ y},

for any complex z = x+ iy.

Definition 4 ([22]). Let ζ = ξ + iη be a complex uncertain variable.
If the expected value of ξ and η i.e., E[ξ] and E[η] exist, then the expected
value of ζ is defined by

E[ζ] = E[ξ] + iE[η].
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Definition 5 ([1]). A complex uncertain sequence (ζn) is said to be
convergent almost surely (a.s) to ζ if for every ε > 0 there exists an event
Λ with M{Λ} = 1 such that

lim
n→∞

|| ζn(γ)− ζ(γ) ||= 0,

for every γ ∈ Λ.

Definition 6 ([1]). A complex uncertain sequence (ζn) is said to be
convergent in measure to ζ if

lim
n→∞

M
(
|| ζn − ζ ||≥ ε

)
= 0,

for every ε > 0.

Definition 7 ([1]). A complex uncertain sequence (ζn) is said to be
convergent in mean to ζ if

lim
n→∞

E
[
|| ζn − ζ ||

]
= 0.

Definition 8 ([1]). Let Φ,Φ1,Φ2, ... be the complex uncertainty distri-
butions of complex uncertain variables ζ, ζ1, ζ2, ... respectively. Then the
sequence (ζn) converges in distribution to ζ if

lim
n→∞

|| Φn(z)− Φ(z) ||= 0,

for all z at which Φ(z) is continuous.

Definition 9 ([15]). A non-void class I ⊆ 2N is called an ideal if I is
additive (i.e., A,B ∈ I ⇒ A ∪B ∈ I) and hereditary (i.e., A ∈ I and B ⊆
A ⇒ B ∈ I). An ideal I is said to be non-trivial if I ≠ 2N. A non-trivial
ideal I is said to be admissible if I contains every finite subset of N.

Example 1. (i) If := The set of all finite subsets of N forms an non
trivial admissible ideal.

(ii) Id := The set of all subsets of N whose natural density is zero forms
an non trivial admissible ideal.

Definition 10 ([15]). A sequence x = (xn) is said to be I convergent if
there exists L ∈ R such that for all ε > 0, the set {n ∈ N :| xn − L |≥ ε} ∈
I. The usual convergence of sequences is a special case of I-convergence
(I=If -the ideal of all finite subsets of N). The statistical convergence of
sequences is also the special case of I-convergence. In this case I=Id =
{A ⊆ N : lim

n→∞
|A∩{1,2,...,n}|

n = 0}, where | A | being the cardinality of the set

A. For more examples on I-convergence see [15].
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2. Main results

Definition 11. A complex uncertain sequence (ζn) is said to be I-convergent
almost surely (I.a.s.) to ζ if for every ε > 0, there exists an event Λ with
M(Λ) = 1 such that

{n ∈ N :|| ζn(γ)− ζ(γ) ||≥ ε} ∈ I,

for every γ ∈ Λ. In this case we write ζn
I.a.s.−−−→ ζ. The almost surely con-

vergence of complex uncertain sequences is a special case of I-convergence
almost surely (I=If ). The statistical convergence almost surely of complex
uncertain sequences is also the special case of I-convergence almost surely.
In this case I=Id.

Definition 12. A complex uncertain sequence (ζn) is said to be I-convergent
in measure to ζ if for every ε, δ > 0{

n ∈ N : M
(
|| ζn(γ)− ζ(γ) ||≥ ε

)
≥ δ

}
∈ I.

Definition 13. A complex uncertain sequence (ζn) is said to be I-convergent
in mean to ζ if for every ε > 0,{

n ∈ N : E
(
|| ζn(γ)− ζ(γ) ||

)
≥ ε

}
∈ I.

Definition 14. Let Φ,Φ1,Φ2, ... be the complex uncertainty distributions
of complex uncertain variables ζ, ζ1, ζ2, ... respectively. Then the complex
uncertain sequence (ζn) is said to be I-convergent in distribution to ζ if for
every ε > 0 {

n ∈ N :|| Φn(z)− Φ(z) ||≥ ε
}
∈ I,

for all z at which Φ(z) is continuous.

Definition 15. A complex uncertain sequence (ζn) is said to be I-convergent
uniformly almost surely (I.u.a.s.) to ζ if for every ε > 0, ∃ δ > 0 and a
sequence (Xn) of events such that{

n ∈ N :| M(Xn) |≥ ε
}
∈ I

=⇒
{
n ∈ N :|| ζn(γ)− ζ(γ) ||≥ δ

}
∈ I.

Theorem 1. The complex uncertain sequence (ζn) where ζn = ξn+iηn is
I-convergent almost surely to ζ = ξ+iη if and only if the uncertain sequence
(ξn) and (ηn) are I-convergent almost surely to ξ and η, respectively.
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Proof. Let the uncertain sequence (ξn) and (ηn) are I-convergent almost
surely to ξ and η, respectively. Then from the definition of I-convergent
almost surely of uncertain sequences, it follows that for any small ε > 0,{

n ∈ N :| ξn(γ)− ξ(γ) |≥ ε√
2

}
∈ I

and {
n ∈ N :| ηn(γ)− η(γ) |≥ ε√

2

}
∈ I.

Note that || ζn − ζ ||=
√
|ξn − ξ|2 + |ηn − η|2.

Thus we have

{|| ζn − ζ ||≥ ε} ⊂ {|ξn − ξ| ≥ ε√
2
} ∪ {|ηn − η| ≥ ε√

2
}.

Therefore {
n ∈ N :|| ζn(γ)− ζ(γ) ||≥ ε

}
⊂ {n ∈ N : |ξn(γ)− ξ(γ)| ≥ ε√

2
} ∪ {n ∈ N : |ηn(γ)− η(γ)| ≥ ε√

2
} ∈ I.

Hence

{n ∈ N :|| ζn(γ)− ζ(γ) ||≥ ε} ∈ I.

Conversely let, the complex uncertain sequence be (ζn) is I-convergent al-
most surely to ζ. Then from the definition of I-convergent almost surely of
uncertain sequences, it follows that for any small ε > 0,

{n ∈ N :|| ζn(γ)− ζ(γ) ||≥ ε} ∈ I.

Note that

|ξn − ξ| ≤ |(ξn − ξ) + i(ηn − η)| = |(ξn + iηn)− (ξ + iη)| =|| ζn − ζ || .

Thus we have

{n ∈ N :| ξn − ξ |≥ ε} ⊆ {n ∈ N :|| ζn − ζ ||≥ ε}.

Therefore

{n ∈ N :| ξn(γ)− ξ(γ) |≥ ε} ⊆ {n ∈ N :|| ζn(γ)− ζ(γ) ||≥ ε} ∈ I.

Hence

{n ∈ N :| ξn(γ)− ξ(γ) |≥ ε} ∈ I.

Similarly,

{n ∈ N :| ηn(γ)− η(γ) |≥ ε} ∈ I.

This completes the proof. ■
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Theorem 2. The complex uncertain sequence (ζn) where ζn = ξn+iηn is
I-convergent in measure to ζ = ξ + iη if and only if the uncertain sequence
(ξn) and (ηn) are I-convergent in measure to ξ and η, respectively.

Proof. Let the uncertain sequence (ξn) and (ηn) are I-convergent in
measure to ξ and η, respectively. Then from the definition of I-convergent
in measure of uncertain sequences, it follows that for any small ε, δ > 0,

{n ∈ N : M(|| ξn − ξ ||≥ ε√
2
) ≥ δ

2} ∈ I and {n ∈ N : M(|| ηn − η ||≥
ε√
2
) ≥ δ

2} ∈ I. Note that || ζn − ζ ||=
√
|ξn − ξ|2 + |ηn − η|2.

Thus we have {|| ζn − ζ ||≥ ε} ⊂ {|ξn − ξ| ≥ ε√
2
} ∪ {|ηn − η| ≥ ε√

2
}.

=⇒ M{|| ζn − ζ ||≥ ε} ≤ M{|ξn − ξ| ≥ ε√
2
}+M{|ηn − η| ≥ ε√

2
}.

Therefore
{
n ∈ N : M{|| ζn − ζ ||≥ ε} ≥ δ

}
⊆ {n ∈ N : M(|| ξn − ξ ||≥

ε√
2
) ≥ δ

2} ∪ {n ∈ N : M(|| ηn − η ||≥ ε√
2
) ≥ δ

2} ∈ I.
Hence {n ∈ N : M(|| ζn − ζ ||≥ ε) ≥ δ} ∈ I.
Conversely, let the complex uncertain sequence (ζn) is I-convergent in mea-
sure to ζ. Then from the definition of I-convergent in measure of complex
uncertain sequences, it follows that for any small ε, δ > 0, {n ∈ N : M(||
ζn − ζ ||≥ ε) ≥ δ} ∈ I.
Note that |ξn−ξ| ≤ |(ξn−ξ)+ i(ηn−η)| = |(ξn+ iηn)−(ξ+ iη)| =|| ζn−ζ ||.
Thus we have {| ξn − ξ |≥ ε} ⊆ {|| ζn − ζ ||≥ ε}
=⇒ M{| ξn − ξ |≥ ε} ≤ M{|| ζn − ζ ||≥ ε}.
Therefore{

n ∈ N : M(| ξn − ξ ||≥ ε) ≥ δ
}
⊆

{
n ∈ N : M{|| ζn − ζ ||≥ ε} ≥ δ

}
∈ I.

Hence {n ∈ N : M(| ξn − ξ |≥ ε) ≥ δ} ∈ I.
Similarly {n ∈ N : M(| ηn − η |≥ ε) ≥ δ} ∈ I.
This completes the proof. ■

Theorem 3. The complex uncertain sequence (ζn) where ζn = ξn + iηn
is I-convergent in distribution to ζ = ξ + iη if the uncertain sequence (ξn)
and (ηn) are I-convergent in distribution to ξ and η, respectively.

Proof. Let Φ(z),Φ1(z),Φ2(z), ... be the complex uncertainty distribu-
tions of complex uncertain variables ζ, ζ1, ζ2, ... respectively and ϕ(x), ϕn(x),
ϕ(y), ϕn(y) be the uncertainty distribution of uncertain variables ξ, ξn, η, ηn
respectively. Let (ξn) and (ηn) be I-convergent in distribution to ξ and η,
respectively.
Then from the definition of I-convergent in distribution of uncertain se-
quences, it follows that for every ε > 0,

{n ∈ N :| ϕn(x)− ϕ(x) |≥ ε
2} ∈ I , for all x at which ϕ(x) is continuous

and {n ∈ N :| ϕn(y)−ϕ(y) |≥ ε
2} ∈ I , for all y at which ϕ(y) is continuous.
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Now ||Φn(z)− Φ(z)|| = |M{ξn ≤ x, ηn ≤ y} −M{ξ ≤ x, η ≤ y}|
= |M{ξn ≤ x}∧M{ηn ≤ y}−M{ξ ≤ x}∧M{η ≤ y}|
= |ϕn(x) ∧ ϕn(y)− ϕ(x) ∧ ϕ(y)|
= |min{ϕn(x), ϕn(y)} −min{ϕ(x), ϕ(y)}|
=

∣∣ϕn(x)+ϕn(y)+|ϕn(x)−ϕn(y)|
2 − ϕ(x)+ϕ(y)+|ϕ(x)−ϕ(y)|

2

∣∣.
Then it can be easily shown that, ||Φn(z)−Φ(z)|| ≤ |ϕn(x)−ϕ(x)|+|ϕn(y)−
ϕ(y)|.
Therefore

{
n ∈ N : ||Φn(z)− Φ(z)|| ≥ ε

}
⊆

{
n ∈ N : |ϕn(x)− ϕ(x)| ≥ ε

2

}
∪
{
n ∈ N : |ϕn(y)− ϕ(y)| ≥ ε

2

}
∈ I.

Hence
{
n ∈ N : ||Φn(z) − Φ(z)|| ≥ ε

}
∈ I, for all z at which Φ(z) is

continuous. This completes the proof. ■

Theorem 4. If a complex uncertain sequence (ζn) is I-convergent in
mean to ζ, then it is I-convergent in measure to ζ.

Proof. Let the complex uncertain sequence (ζn) is I-convergent in mean
to ζ. Then from the definition of I-convergent in mean of complex uncertain
sequences, it follows that for every δ > 0,{

n ∈ N : E
[
|| ζn(γ)− ζ(γ) ||

]
≥ δ

}
∈ I.

Using Markov inequality we can see that for given ε ≥ 1, δ > 0, we have

M{|| ζn(γ)− ζ(γ) ||≥ ε} ≤
E

[
||ζn(γ)−ζ(γ)||

]
ε ≤ E

[
|| ζn(γ)− ζ(γ) ||

]
.

Therefore
{
n ∈ N : M(|| ζn(γ)− ζ(γ) ||≥ ε) ≥ δ

}
⊆

{
n ∈ N : E

[
|| ζn(γ)− ζ(γ) ||

]
≥ δ

}
∈ I.

Hence
{
n ∈ N : M(|| ζn(γ)− ζ(γ) ||≥ ε) ≥ δ

}
∈ I.

Thus (ζn) is I-convergent in measure to ζ and the theorem is proved. ■

Remark 1. Converse of the above theorem is not true. i.e. I−convergent
in measure does not imply I−convergent in mean.

Example 2. Consider the uncertainty space (Γ,L,M) to be {γ1, γ2, ...}
with

M{Λ} =


sup
γn∈Λ

1
n , if sup

γn∈Λ

1
n < 1

2

1− sup
γn∈Λc

1
n , if sup

γn∈Λc

1
n < 1

2

1
2 , otherwise.
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Also we defined the complex uncertain variables ζn by

ζn(γ) =

{
0, otherwise

ni, if γ = γn

for n ∈ N and ζ ≡ 0. Take I=Id. For ε, δ > 0 and we have

{n ∈ N : M(|| ζn − ζ ||≥ ε) ≥ δ}

= {n ∈ N : M(γ :|| ζn(γ)− ζ(γ) ||≥ ε) ≥ δ}

= {n ∈ N : M{γn} ≥ δ} ∈ I.

The sequence (ζn) is therefore I-convergent in measure to ζ. However, the
uncertainty distribution of uncertain variable (ζn) is as follows for each n,

Φn(z) =


0, if x < 0, y < ∞,

0, if x > 0, y < 0,

1− 1
n , if x ≥ 0, 0 ≤ y < n,

1, if x ≥ 0, y ≥ n.

So for each n, we have{
n ∈ N : E

[
|| ζn(γ)− ζ(γ) ||

]
≥ ε

}
=

{
n ∈ N :

[ ∫∞
0

∫ n
0 1−

(
1− 1

n

)
dydx

]
≥ ε

}
/∈ I.

Therefore the sequence (ζn) does not I−convergent in mean to ζ.

Theorem 5. Assume that a complex uncertain sequence (ζn) with real
part (ξn) and imaginary part (ηn) are I-convergent in measure to ξ and η,
respectively. Then the complex uncertain sequence (ζn) is I-convergent in
distribution to ζ = ξ + iη.

Proof. Let z = x + iy be a given continuity point of the complex un-
certainty distribution Φ. On the other hand, for any α > x, β > y, we
have

{ξn ≤ x, ηn ≤ y} ={ξn ≤ x, ηn ≤ y, ξ ≤ α, η ≤ β}
∪ {ξn ≤ x, ηn ≤ y, ξ > α, η > β}
∪ {ξn ≤ x, ηn ≤ y, ξ ≤ α, η > β}
∪ {ξn ≤ x, ηn ≤ y, ξ > α, η ≤ β}
⊂ {ξ ≤ α, η ≤ β}
∪ {| ξn − ξ |≥ α− x} ∪ {| ηn − η |≥ β − y}.
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It follows from the subadditivity axiom that

Φn(z) = Φn(x+iy) ≤ Φ(α+iβ)+M{| ξn−ξ |≥ α−x}+M{| ηn−η |≥ β−y}.

Since (ξn) and (ηn) are I-convergent in measure to ξ and η, respectively. So
for any small ε, δ > 0 we have

{n ∈ N : M(|| ξn − ξ ||≥ α− x) ≥ δ} ∈ I
and {n ∈ N : M(|| ηn − η ||≥ β − y) ≥ δ} ∈ I.

Thus we obtain I − lim sup
n→∞

Φn(z) ≤ Φ(α + iβ) for any α > x, β > y.

Letting α+ iβ → x+ iy, we get

(1) I − lim sup
n→∞

Φn(z) ≤ Φ(z)

On the other hand, for any γ < x, κ < y we have,

{ξ ≤ γ, η ≤ κ} ={ξn ≤ x, ηn ≤ y, ξ ≤ γ, η ≤ κ}
∪ {ξn > x, ηn > y, ξ ≤ γ, η ≤ κ}
∪ {ξn > x, ηn ≤ y, ξ ≤ γ, η ≤ κ}
∪ {ξn ≤ x, ηn > y, ξ ≤ γ, η ≤ κ}
⊂ {ξn ≤ x, ηn ≤ y} ∪ {| ξn − ξ |≥ x− γ}
∪ {| ηn − η |≥ y − κ}.

It follows from the subadditivity axiom that
Φ(γ + iκ) ≤ Φn(x+ iy) +M{| ξn − ξ |≥ x− γ}+M{| ηn − η |≥ y − κ}.
Since (ξn) and (ηn) are I-convergent in measure to ξ and η, respectively. So
for any small ε > 0 we have

{n ∈ N : M(|| ξn − ξ ||≥ x− γ) ≥ δ} ∈ I
and {n ∈ N : M(|| ηn − η ||≥ y − κ) ≥ δ} ∈ I.

Thus we obtain Φ(γ + iκ) ≤ lim infn→∞Φn(x + iy) for any γ < x, κ < y.
Letting γ + iκ → x+ iy, we get

(2) Φ(z) ≤ I − lim inf
n→∞

Φn(z)

It follows from (1) and (2) that Φn(z) → Φ(z) as n → ∞ .i.e., the complex
uncertain sequence (ζn) is I−convergent in distribution to ζ = ξ + iη. ■

Remark 2. Converse of the above theorem is not necessarily true, i.e.
I−convergent in distribution does not imply I−convergent in measure.

Example 3. Consider the uncertainty space (Γ,L,M) to be {γ1, γ2}
with M(γ1) = M(γ1) =

1
2 . We define a complex uncertain variable as
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ζ(γ) =

{
i, if γ = γ1,

−i, if γ = γ2.

We also define ζn = −ζ for n = 1, 2, .... Take I=Id.
Then the sequence (ζn) and ζ have the same distribution as:

Φn(z) = Φn(x+ iy) =


0, if x < 0,−∞ < y < +∞,

0, if x ≥ 0, y < −1,
1
2 , if x ≥ 0,−1 ≤ y < 1,

1, if x ≥ 0, y ≥ 1.

So the sequence (ζn) is I−convergent in distribution to ζ.
However, for a given ε, δ > 0, we have

{n ∈ N : M(γ :|| ζn(γ)− ζ(γ) ||≥ ε) ≥ δ} /∈ I.

Thus the sequence (ζn) is not I−convergent in measure to ζ. In addition,
since ζn = −ζ for n = 1, 2, ..., the sequence (ζn) is not I−convergent a.s.
to ζ.

Theorem 6. I−convergent in measure does not imply I−convergent a.s.

Example 4. Consider the uncertainty space (Γ,L,M) to be [0, 1] with
Borel algebra and Lebesgue measure. For any positive integer n, there exists
an integer r such that n = 2r+k where k is an integer between 0 and 2r−1.
Then we define a complex uncertain variable by

ζn(γ) =

{
i, if k

2m ≤ γ ≤ k+1
2m ;

0, otherwise;

for n = 1, 2, ... and ζ ≡ 0. Take I=Id. However for small ε, δ > 0 and n ≥ 2,
we have

{n ∈ N : M(γ :|| ζn(γ)− ζ(γ) ||≥ ε) ≥ δ}

= {n ∈ N : M(γn) ≥ δ} ∈ I.

Thus, the sequence (ζn) is I-convergent in measure to ζ. In addition for
every ε > 0, we have

{n ∈ N : E(|| ζn − ζ ||≥ ε)} ∈ I.

Hence the sequence (ζn) is I-convergent in mean to ζ. But, for any γ ∈ [0, 1],
there is an infinite number of intervals of the form [ k

2m , k+1
2m ] containing

γ. Thus (ζn(γ)) is not I-convergent to 0 i.e., the sequence (ζn) is not
I-convergent a.s. to ζ.

Theorem 7. I−convergent a.s. does not imply I−convergent in mean.
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Proposition 1. Let ζ, ζ1, ζ2, ... be complex uncertain variables. Then
(ζn) is I−convergent a.s. to ζ if and only if for any ε, δ > 0, we have

{n ∈ N : M
(⋂∞

k=1

⋃∞
n=k || ζn − ζ ||≥ ε

)
≥ δ} ∈ I.

Proof. From the definition of I−convergent a.s., we have there exists
an event Λ with M{Λ} = 1 such that, for every ε > 0

{n ∈ N :|| ζn(γ)− ζ(γ) ||≥ ε} ∈ I.

Then for any ε > 0, there exists k such that || ζn − ζ ||< ε where n > k and
for any γ ∈ Λ, that is equivalent to

{n ∈ N : M
(⋂∞

k=1

⋃∞
n=k || ζn − ζ ||< ε

)
≥ 1} ∈ I.

It follows from the duality axiom of uncertain measure that

{n ∈ N : M
(⋂∞

k=1

⋃∞
n=k || ζn − ζ ||≥ ε

)
≥ δ} ∈ I.

■

Proposition 2. If the complex uncertain sequence (ζn) is I−convergent
uniformly a.s. to ζ, then (ζn) is I−convergent a.s. to ζ.

Proof. A sequence (ζn) is I−convergent uniformly a.s. to ζ, then by
definition we can say,{

n ∈ N : M
(⋃∞

n=k || ζk − ζ ||≥ ε

)
≥ δ

}
∈ I.

Since M
(⋂∞

k=1

⋃∞
n=k

{
|| ζn − ζ ||≥ ε

})
≤ M

(⋃∞
n=k

{
|| ζn − ζ ||≥ ε

})
,

so we have

{
n ∈ N : M

(⋂∞
k=1

⋃∞
n=k

{
|| ζn − ζ ||≥ ε

})
≥ δ

}
⊆

{
n ∈ N : M

(⋃∞
n=k

{
|| ζn − ζ ||≥ ε

})
≥ δ

}
.

Thus we get

{
n ∈ N : M

(⋂∞
k=1

⋃∞
n=k

{
|| ζn − ζ ||≥ ε

})
≥ δ

}
∈ I.

By Proposition (1), (ζn) I−convergent a.s. to ζ. ■
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3. Diagrammatic representation

Then, the interrelationships among these concepts are depicted in the
figure above.

4. Conclusions

The concept of statistical convergence of complex uncertain variables
have been studied by Tripathy and Nath [29]. In this article for the first
time, we introduce the concept I-convergence, which is the generalization of
statistical convergence of complex uncertain variables. These results unify
and generalizes the existing results. It may attract the future researcher’s
in this direction.
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